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vPraze

Abstrakt:

Tato práce pojednává o kvantové mechanice na násobně souvislých varietách.
Diskutovali jsme rozklad levé regularńı reprezentace na ireducibilńı reprezen-
tace. Tento rozklad lze vytvořit pomoćı von Neumannova direktńıho in-
tegrálu. Pokud provedeme tento rozklad vzhledem k centru algebry gen-
erované levou regulárńı reprezentaćı, lze zformulovat zobecněnou Peter-Weyl
Plancherelovu větu. Dále jsem v této práci ukázala, že Blochova analýza
může být zobecněna na souvislé a lokálně lineárně souvislé variety s funda-
mentálńı grupou Typu I. V př́ıpadě násobně souvislých variet, Schulmann̊uv
ansatz se použ́ıvá k odvozeńı jádra propagátoru v prostoru ekvivariantńıch
funkćı. Při platnosti předchoźıch předpoklad̊u jsem diskutovala a dokázala
platnost Schulmannova ansatzu.
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varieta

Title: Quantum mechanics on multiply connected manifolds
Author: Petra Kocábová

Abstract:
This work analysis quantum mechanics in multiply connected spaces. The
decomposition of left regular representations to irreducible representation
is discussed. This decomposition is made using the von Neumann direct
integral. Using this decomposition with respect to the center of the alge-
bra generated by the left regular representation, the generalized Peter-Weyl
Plancherel theorem is formulated. It is shown, that the Bloch analysis may
be generalized to the multiply connected and locally linearly connected man-
ifolds with the fundamental group of Type I. In case of multiply connected
manifolds, Schulman ansatz may be used to compute the kernel of the propa-
gator on the Hilbert space of equivariant functions. This formula is discussed
and is proved in case of the previous assumptions.
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Introduction

Quantum mechanics on non-simply connected manifolds covers a large group
of quantum models where the quantum properties of the systems are observ-
able. There exists more than one equivalent model, how to describe the
quantum mechanics on non-simply connected manifolds, some of them are
discussed in [Koc1]. The Hilbert space of Λ-equivariant functions, where Λ is
a unitary representation of the fundamental group, defined on the universal
covering M̃ of the manifold M is used in one of them. Schulman ansatz pro-
poses the straightforward connection between the kernel of the propagator
of the Hamiltonian defined on L2(M̃) and the kernel of the propagator cor-
responding to formally the same Hamiltonian acting on Λ-equivariant func-
tions. The advantage of this processus is that in some cases, it is easier to
find the kernel of the propagator on the simply-connected manifold M̃ than
in case of Λ-equivariant functions. The aim of this work was to prove the
Schulman ansatz not only formally and to discuss its field of validity.

In the first chapter the basic definitions and theorems are pointed out,
mainly those which will be used in the following parts of this thesis.

If the fundamental group is not abelian or finite, von Neumann direct in-
tegral is used to find the irreducible representations of the fundamental group
of the configuration manifold. In the second chapter, the main theorems are
discussed and some of the properties are mentioned. In case of general group,
we may obtain the infinite dimensional irreducible representation and some
of the properties valid for the abelian or finite groups are not satisfied. But
still the Fourier-Stieltjes transformation can be defined and the generalize
Peter-Weyl Plancherel theorem holds.

Fourier-Stieltjes transformation for general locally compact group is de-
fined in the third chapter, in case of abelian groups and the construction of
the Plancherel measure is discussed.

The following two chapters are the main chapters of this work. In both
of them, the assumption that the fundamental group is of Type I is made.
This property is necessary if we want to formulate the Peter-Weyl Plancherel
with the irreducible unitary representations. In the fourth chapter I gener-
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alized the Bloch analysis, ordinary done for abelian groups, to the locally
compact groups of Type I. Also the term of unitary equivariant function is
generalized in case of irreducible representation (in case of abelian groups,
only the representation of the dimension 1 occurs) and also the definition of
the Hamiltonian on such spaces is discussed and the decomposition of such
operator with respect to the von Neumann direct integral to the unitary
equivariant function is made.

The fifth chapter follows the theory of generalized Bloch analysis and
using the inverse Fourier-Stieltjes transformation Schulman ansatz is formu-
lated and proved in models, where the configuration spaces are the manifolds
with the locally compact fundamental group of Type I.

The last chapter describes the well known Aharonov-Bohm effect with
two solenoids. Finally the Schulman ansatz is used to find the kernel of the
free propagator of this model.
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Chapter 1

Basic Definitions

1.1 Covering space

Definition 1 (Path and homotopy class, [Hat] chapter 1.1). Path in a space
X is a continuous map f : [0, 1] → X. A homotopy of paths in X is a family
ft : [0, 1] → X, 0 ≤ t ≤ 1, such that

• the endpoints ft(0) = x0 and ft(1) = x1 are independent of t

• the associated map F : I × I → X defined by F (s, t) = ft(s) is contin-
uous

When two paths f0 and f1 are connected in this way by a homotopy ft, they
are said to be homotopic. This property will be denoted by f0 ' f1.

Proposition 1 ([Hat] proposition 1.2). The relation of homotopy of paths
with fixed endpoints is an equivalence relation.

Definition 2. Composition of two paths f, g : [0, 1] → X, such that f(1) =
g(0) is defined by the formula

f ◦ g(s) =
{

f(2s) 0 ≤ s ≤ 1
2

g(2s− 1) 1
2
≤ s ≤ 1

.

Path with the same starting and ending point f(0) = f(1) = x0 are called the
loops, x0 is called the basepoint.

Definition 3 (Fundamental group, [Hat] proposition 1.3). Let f be a path
in a space X. Set of all homotopy classes [f ] of loops at the base point x0 is
called the fundamental group of X and is denoted by π1(X, x0).
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If X is path-connected, the group π1(X, x0) is, up to isomorphism, inde-
pendent of the choice of the basepoint x0. In this case the notation π1(X, x0)
is often abbreviated to π1(X).

Definition 4 ([Hat] proposition 1.6). A space is called simply-connected if
it is path-connected and its fundamental group is trivial. A space is called
multiply-connected if it is path-connected and its fundamental group is not
trivial.

Definition 5 ([Hat] chapter 1.3). A covering space of a space X is a space
X̃ together with a map p : X̃ → X satisfying the following condition: There
exists an open cover (Uα) of X such that for each α, p−1(Uα) is a disjoint
union of open sets in X̃, each of which is mapped by p homomorphically onto
Uα .

Definition 6. Two covering spaces (X̃0, p0), (X̃1, p1) are isomorphic if there
exists a homeomorphism f : X̃0 → X̃1 such that p1 ◦ f = p0.

Proposition 2. A covering space of a connected, locally path-connected topo-
logical space is connected.

Definition 7 (Universal covering). Universal covering of X is (X̃, π, x0)
where X̃ = {(x1, γ)/ ∼,where γ is a path from x0 to x1 ∈ X} and (x1, γ1) ∼
(x2, γ2) if and only if x1 = x2 and γ1.γ

−1
2 is homotopically equivalent to a

point, π : X̃ → X defined by π((x, γ)) = x.

Proposition 3. The universal covering manifold X̃ is a principal fibre bun-
dle over X with group π1(X, x0) and projection π.

Proposition 4. The universal covering space of a connected manifold X is
simply connected, and it is the only one covering space of X with this property
(up to an isomorphism).

Definition 8. A fundamental domain D of X̃ is a simply connected domain
of X such that π−1(D) = X̃ up to zero set measure and g.D ∩D = ∅, g 6= 1,
g ∈ π1(X).

Definition 9 (Induced homeomorphism). Let p : X → Y be a continuous
map, y0 ∈ Y , x0 ∈ X base points such that y0 = p(x0). Then p induces
a homomorphism p∗ : π1(X, x0) → π1(Y, y0) defined by composing loops f :
I → X based at x0 with p, it means p∗[f ] = [p ◦ f ].
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1.2 Properly discontinuous action

Definition 10 (properly discontinuous 1, [Hat] p. 72). Let Γ be a group.
Action of the group on a manifold X is called properly discontinuous, if
∀x ∈ X there exists a neighborhood U such that for varying g ∈ Γ all the
images g.U are disjoint, it means that g1.U

⋂
g2.U 6= 0 implies g1 = g2.

Definition 11 (properly discontinuous 2, [Hat] p. 73). Action of the group Γ
on X is called properly discontinuous if for every point x ∈ X there exists a
neighborhood U such that U ∩ g.U is nonempty only for finitely many g ∈ Γ.

Proposition 5. If Γ acts freely, then the previous two definitions are equiv-
alent.

Definition 12. Let p : X̃ → X, X̃ be a covering of X. G(X̃, p, X) is a
group defined by

G(X̃, p, X) = {h : X̃ → X̃, h is a homeomorphism such that p ◦ h = p, }
Proposition 6 ([Koz]). If p∗π1(X̃, x̃0) is normal subgroup of π1(X, x0) then

G(X̃, p, X) ∼= π1(X, x0)/p∗π1(X̃, x̃0),

where x0 = p(x̃0).

If we take as X̃ the universal covering of X, because it is simply connected
( π1(X̃, x̃0) is trivial) p∗π1(X̃, x̃0) is also trivial, so normal and G(X̃, p, x) is
isomorphic to π1(X, x).

Theorem 1 ([Koz]). If X̃ is connected and locally linearly connected, then
the action of the group G(X̃, p, X) on X̃ is properly discontinuous.

As a direct corollary one obtains that if the universal covering space is
connected and locally linearly connected, then the action of π1(X, x) is prop-
erly discontinuous. So a sufficient requirement is X connected and locally
linearly connected.

1.3 Quadratic form

Definition 13 (quadratic form). Let H be a Hilbert space. A quadratic form
is a map q : Q(q) × Q(q) → C, where Q(q) is a dense linear subset of H
called the form domain, such that q(., ψ) is conjugate linear, q(ϕ, .) is linear
for ϕ, ψ ∈ Q(q), q is symmetric if q(ϕ, ψ) = q(ψ, ϕ). If q(ϕ, ϕ) ≥ 0 for all
ϕ ∈ Q(q) then q is called positive. If there exists M such that q(ϕ, ϕ) ≥
−M‖ϕ‖2 then q is semibounded.
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Definition 14. Let q be a semibounded quadratic form, q(ψ, ψ) ≥ −M‖ψ‖2.
q is called closed if Q(q) is complete under the norm

‖ψ‖+1 =
√

q(ψ, ψ) + (M + 1)‖ψ‖2, (1.1)

where ‖.‖ is the norm generated by the scalar product. If q is closed and
D ⊂ Q(q) is dense in Q(q) in the ‖.‖+1 norm, then D is called a form core
for q.

Remark 1: ‖.‖+1 comes from the inner product

(ψ, ϕ)+1 = q(ψ, ϕ) + (M + 1)(ψ, ϕ). (1.2)

Proposition 7. q is closed if and only if for ∀ψn ∈ Q(q), such that ψn → ψ
and q(ψn − ψm, ψn − ψm) → 0 for n,m → ∞, then ψ ∈ Q(q) and q(ψn −
ψ, ψm − ψ) → 0.

Theorem 2 ([Ree]). If q is a closed semibounded quadratic form, then q is
the quadratic form of a unique self-adjoint operator.

Theorem 3 (the Fridrichs extension). Let A be a positive symmetric operator
and let q(ϕ, ψ) = (ϕ, Aψ) for ϕ, ψ ∈ Dom(A). Then q is a closable quadratic
form and its closure q̄ is the quadratic form of a unique self-adjoint operator
Ā. Ā is a positive extension of A, and the lower bound of its spectrum is the
lower bound of q. Further, Ā is the only self-adjoint extension of A whose
domain is contained in the form domain of q̄.

Remark: It is sufficient for A to be bounded from below.

1.4 Theory of irreducible representations

Definition 15 ([Ross1] definition 21.1). Let Γ be a group. A map g → V (g),
where g ∈ Γ and V (g) are unitary operators on a Hilbert space H, is called
unitary representation of Γ if

V (g)V (g′) = V (g.g′)

V (1) = I. (1.3)

This representation is called irreducible if {0} and H are the only closed
subspaces of H that are invariant under the operators V (g) for all g ∈ Γ.
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Definition 16 ([Fou] chapter 2.1). If V is a representation of Γ, its character
χV is the complex-valued function on the group defined by

χV (g) = tr(V (g)). (1.4)

In particular χV (hgh−1) = χ(g).

Definition 17. Let Γ be a locally compact group. Let V(Γ) be the set of
all continuous irreducible unitary representations V of Γ. Let us factorize
this set by the equivalence defined by linear isometries of the representations.
This set will be denoted by Γ̂ and we will call it the dual object of Γ. Each
V ∈ Γ̂ is a set of representation of Γ equivalent to some fixed representation.

Definition 18 ([Ross1] definition 24.1). For fixed g ∈ Γ, let g′ be the function
on Γ̂ such that

g′(V ) = V (g) (1.5)

for all V ∈ Γ̂ and let τ be the mapping

τ(g) = g′. (1.6)

Let
ˆ̂
Γ be the dual object of Γ̂. In the case of abelian groups ,

ˆ̂
Γ is called the

second character group of Γ.

Theorem 4 ([Ross1] theorem 24.8). Let Γ be a finite group. The mapping

τ is a topological isomorphism of Γ into
ˆ̂
Γ.

Theorem 5 (Schur’s lemma, [Jung] theorem 3.6). Let V be a unitary repre-
sentation of Γ on H. Suppose that A : H → H is a bounded linear transfor-
mation. Then V is irreducible if and only if

AV (g) = V (g)A (1.7)

implies, that A = λI.

Theorem 6. Let Γ be an Abelian group. Then every irreducible representa-
tion of Γ on the Hilbert space H is one dimensional.

Proof. For every element of g ∈ Γ, g acts on H and it is a homomorphism.
In case of Abelian group it is a homomorphism and it commutes with every
element of Γ. Using the Schur’s lemma, g acts by multiple of identity. Every
subspace of H is invariant, so H must be one dimensional.
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Therefore in case of Abelian groups, we can identify Γ̂ with the group of
all characters.

Theorem 7 (Gel’fand-Raikov, [Ross1] theorem 22.12). Let Γ be a locally
compact group. For every g ∈ Γ different from 1 there exists a continuous
irreducible unitary representation V of Γ such that V (g) 6= I.

Theorem 8 ([Ross1] theorem 22.13). Every irreducible continuous represen-
tation V of a compact group Γ by unitary operators on a Hilbert space H is
finite-dimensional.

In the next few paragraphs we will focus on the definition of Haar measure
and some basic theorems about it:

Definition 19. A finitely additive measure λ (or simply a measure λ) is a
nonnegative extended real-valued set function defined on a ring S of subsets
of a nonempty set Y such that

• λ(∅) = 0

• λ(∪n
k=1Ak) =

∑n
k=1 λ(Ak) if each Ak ∈ S and the Ak’s are pairwise

disjoint.

If λ is a complex-valued set function satisfying the above properties, than λ
is called a complex measure.

Definition 20 ([Ross1] definition 11.28). Let Γ be a group and λ a measure
on Γ. A subset A of Γ is said to be λ-measurable if for every subset S of Γ,
the inequality

λ(S) ≥ λ(S ∩ A) + λ(S ∩ (Γ− A))

is valid.

Theorem 9 ([Ross1] theorem 11.29). Using the notation from the previous
definition, the family of all λ-measurable subsets of Γ is a σ-algebra of subsets
of Γ and the set function λ is countably additive on the family of all λ-
measurable subsets of Γ.

Theorem 10 ([Ross1] p.193). Let Γ be a group. There exists a nonnegative,
extended real-valued set function defined for all subsets of Γ, and it is a
measure on the σ-algebra of all λ-measurable subsets of Γ. The set function
has the following properties:

• 0 < λ(U) for all nonempty sets U ,
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• λ(U) < ∞ for some open set U ,

• λ(gU) = λ(U) for all U ⊂ Γ and g ∈ Γ (λ is left invariant).

λ is called the left invariant Haar measure on Γ (similarly for right invariant
Haar measure).

Definition 21 ([Ross1] definition 11.1). Let Y be a topological space and O
is the family of all open subsets of Y , then the family of Borel sets in Y is
defined as the smallest σ-algebra of sets containing O.

Theorem 11 (Uniquness of Haar measure, [Ross1] p. 126). Let S denote
the family of Borel sets in Γ. Let µ be any measure on S such that:

• µ(F ) < ∞ if F is compact,

• µ(U) > 0 for some open set U ,

• µ(gB) = µ(B) for all B ∈ S and g ∈ Γ,

• for every open set U , µ(U) = sup {µ(F )|F is compact and F ⊂ V },
• for all A ∈ S, µ(A) = inf {µ(V )|V is open and V ⊃ A}.

Then if λ is any left Haar measure, then there is a positive number c such
that µ(B) = cλ(B) for all B ∈ S.

For simplicity, we will denote the Haar measure by dg, even thought this
notation is little bit inexact.

Definition 22. Let dg be the left invariant Haar measure. Left regular rep-
resentation of the group Γ is the unitary representation acting on L2(Γ, dg)
in the following way:

R(g)f(h) = f(g−1.x), for ∀g ∈ Γ.

Remark 1. In case of left invariant Haar measure R(g) is an unitary rep-
resentation of Γ on the Hilbert space L2(Γ, dg).

1.5 Fubini theorem

Theorem 12 (Fubini). Let (X,S, µ) and (Y, T , λ) be spaces with σ−finite
measures and let f be T ×S-measurable function on X×Y . Then if 0 ≤ f ≤
∞ and if

φ(x) =
∫

Y
fx dλ, ψ(y) =

∫

X
fy dµ,
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then φ (resp. ψ) is S-measurable (resp. T -measurable) and

∫

X
φ dµ =

∫

X×Y
f d(µ× λ) =

∫

Y
ψ dλ. (1.8)

If f is a complex function and

∫

X
φ∗ dµ < ∞, where φ∗(x) =

∫

Y
|f |x dλ,

then f ∈ L1(X × Y ).
Assume that f ∈ L1(X × Y ). Then up to zero measure set for all x ∈ X,

fx ∈ L1(Y ) and up to zero measure set for all y ∈ Y , fy ∈ L1(X). The
functions φ and ψ are defined almost everywhere, they are from L1(X), L1(Y )
respectively and the equation (1.8) is valid.
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Chapter 2

Direct integral of Hilbert
spaces

First of all we will give a basic definitions concerning the operator algebras
and then discuss the existence of direct integral and its properties.

2.1 Selfadjoint and ∗-algebras

Definition 23 ([Bra] p. 19). Let V be a vector space over C, the space V
is called the algebra if it is equipped with the multiplication, the multiplica-
tion must be associative and distributive. The algebra is called comumtative
(abelian), if the product is commutative. A mapping ∗ is called the adjoint
operation of A ∈ V if it has the following properties:

A∗∗ = A

(AB)∗ = B∗A∗

(αA + βB)∗ = ᾱA∗ + β̄B∗,

where α, β ∈ C. An algebra with adjoint operation is called a ∗-algebra.
Subset W of the algebra is called selfadjoint, if A ∈ W implies that A∗ ∈ W.

The algebra is normed if there exists a norm ‖.‖ satisfying the property:

‖AB‖ ≤ ‖A‖‖B‖. (2.1)

An Algebra complete under such norm is called a Banach algebra, moreover
if ‖A‖ = ‖A∗‖, then we speak about Banach ∗-algebra.

A Banach ∗-algebra which satisfies

‖AA∗‖ = ‖A‖2, (2.2)

for ∀A ∈ V is called C∗-algebra.
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2.2 Direct integral with respect to a weakly

closed commutative self-adjoint algebra

In the following, H will denote a Hilbert space:

Definition 24. Let P be a weakly closed commutative self-adjoint algebra of
bounded operators , then P ′ is a weakly closed self-adjoint algebra of bounded
operators which commutes with every element of P .

Definition 25 ([Mau1], paragraph 1). Let s(y) be a distribution of a variable
y (a non-decreasing right-semicontinuous bounded real valued function), for
y ∈ Y , Hy be a Hilbert space (finite or infinite dimensional). Suppose that
for each y ∈ Y the Hilbert space Hy of finite or infinite dimension k(y) is
given such that k(y) is a s-measurable function of y. We call two function
equivalent if they differ on a set of measure zero. The Hilbert space H of
all equivalence classes of complex valued s-measurable functions fn(y), n =

1, 2, . . . , k(y) for which the Lesbeque-Stieltjes integral
∫∞
−∞

∑k(y)
n=1 |fn(y)|2 ds(y)

is finite, is the generalized direct integral of the space Hy with respect to the
weight function s(y). We write

H =
∫

Y
Hy ds(y).

To every f ∈ H corresponds a vector valued function fy ∈ Hy and we denote
it by f =

∫
Y fy ds(y). Furthermore one has for any two elements f, f ′ ∈ H

〈f, f ′〉 =
∫

Y
〈fy, f

′
y〉Hy ds(y).

An operator defined on H is called decomposable, if it is possible to write it
in the form

Af =
∫

Y
Ayfy ds(y), for ∀f ∈ H. (2.3)

Such A will be denoted by A =
∫
Y Ay ds(y).

Because a change of Ay on an arbitrary set of s-measure zero will not
change A, A corresponds to a class of operator valued functions Ay.

Theorem 13. Let A,B be two decomposable operators, A =
∫
Y Ay dy, B =∫

Y By dy. Then

A + B =
∫

Y
(Ay + By) dy

αA =
∫

Y
(αAy) dy
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In the next chapters we will deal with the decomposition of a Hilbert
space with respect to a weakly closed commutative self-adjoint algebra, later
with respect to the center (special case of decomposition with respect to a
weakly closed commutative self-adjoint algebra). In the following, some of
the main results are recalled:

Theorem 14 ([Mau1] paragraph 3, (more details in [Neu1] theorem IV)). Let
P be a weakly closed commutative self-adjoint algebra of bounded operators
defined on H, then there exists a direct integral H =

∫
Y Hy dy, which is up

to equivalence uniquely defined by the requirement, that P consists of those
operators, which are decomposable by H =

∫ Hy dy in the following way: for
B ∈ P ,

Bf =
∫

Y
byfy dy, ∀f ∈ H,

where by is essentially bounded y-measurable complex function.

Theorem 15 ([Neu1] theorem V). Let H =
∫
Y Hy dy is formed with respect

to P . Then a bounded operator A is decomposable if and only if A ∈ P ′, i.e
AB = BA for all B ∈ P .

Similarities with the decomposition for abelian groups and for general
locally compact group is explained by the following theorems:

Theorem 16 ([Mau1] theorem 1.2). Let F be any self-adjoint family of
bounded operators in a separable Hilbert space H. Form with respect to any
weakly closed commutative self-adjoint subalgebra P of F ′ the direct integral
H =

∫
Y Hy dy. Choose for every A ∈ F any one representative Ay from the

class of operator valued functions into which A decomposes and denote the
family of operators thus obtained in Hy by Fy. Then whatever the choice of
representatives, almost all the Hy will be irreducible under Fy if and only if
P is a maximal commutative self-adjoint subalgebra of F ′.

Remark 2. In case of discrete group it means that Ry(.) can be taken in
such way, that it is the representation of Γ. Wy will denote the weakly closed
algebra generated by the operators Ry(g) for varying g ∈ Γ.

In case of discrete groups, we can summarize that if W is the weakly closed
algebra generated by R(g) then we can decompose L2(Γ) as in theorem 16.
Further Ry(g), g ∈ Γ form the irreducible unitary representation in Hy up
to a zero measure set. This decomposition may be composed from infinite
dimensional Hilbert spaces and in case of free group with two generators
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almost all the Hilbert space obtained from the above decomposition will be
infinite dimensional ([Mau1], p.16).

The following example illustrates the decomposition discussed in the the-
orem 16:

Example: Symmetric group S3

To illustrate the previous chapter, we use the symmetric group S3, it’s ele-
ments we will represented by the matrixes 3× 3:

1 =
(

1 0 0
0 1 0
0 0 1

)
, a =

(
0 1 0
1 0 0
0 0 1

)
, b =

(
0 0 1
0 1 0
1 0 0

)
,

c =
(

1 0 0
0 0 1
0 1 0

)
, d =

(
0 1 0
0 0 1
1 0 0

)
, e =

(
0 0 1
1 0 0
0 1 0

)
.

Then the elements of regular representation in the above basis are:

R(1) =




1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1




, R(a) =




0 1 0 0 0 0

1 0 0 0 0 0

0 0 0 0 1 0

0 0 0 0 0 1

0 0 1 0 0 0

0 0 0 1 0 0




,

R(b) =




0 0 1 0 0 0

0 0 0 0 0 1

1 0 0 0 0 0

0 0 0 0 1 0

0 0 0 1 0 0

0 1 0 0 0 0




, R(c) =




0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1

1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0




,

R(d) =




0 0 0 0 0 1

0 0 1 0 0 0

0 0 0 1 0 0

0 1 0 0 0 0

1 0 0 0 0 0

0 0 0 0 1 0




, R(e) =




0 0 0 0 1 0

0 0 0 1 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 0 0 1

1 0 0 0 0 0




.

R(g), g ∈ S3, generates the algebra W . This algebra can be decomposed
to irreducible representations using the new basis. The transition matrix
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between the bases is

U =




1
6

√
6 1

6

√
6 1

6

√
6 1

6

√
6 1

6

√
6 1

6

√
6

1
6

√
6 − 1

6

√
6 − 1

6

√
6 − 1

6

√
6 1

6

√
6 1

6

√
6

1/3
√

3 1/3
√

3 − 1
6

√
3 − 1

6

√
3 − 1

6

√
3 − 1

6

√
3

0 0 − 1
2

1
2

1
2 − 1

2

0 0 − 1
2

1
2 − 1

2
1
2

1/3
√

3 −1/3
√

3 1
6

√
3 1

6

√
3 − 1

6

√
3 − 1

6

√
3




.

Then the representation in the new base is

R(1) =




1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1




, R(a) =




1 0 0 0 0 0

0 −1 0 0 0 0

0 0 1 0 0 0

0 0 0 −1 0 0

0 0 0 0 1 0

0 0 0 0 0 −1




,

R(b) =




1 0 0 0 0 0

0 −1 0 0 0 0

0 0 − 1
2 −

√
3

2 0 0

0 0 −
√

3
2

1
2 0 0

0 0 0 0 − 1
2 −

√
3

2

0 0 0 0 −
√

3
2

1
2




, R(c) =




1 0 0 0 0 0

0 −1 0 0 0 0

0 0 − 1
2

√
3

2 0 0

0 0
√

3
2

1
2 0 0

0 0 0 0 − 1
2

√
3

2

0 0 0 0
√

3
2

1
2




,

R(d) =




1 0 0 0 0 0

0 1 0 0 0 0

0 0 − 1
2 −

√
3

2 0 0

0 0
√

3
2 − 1

2 0 0

0 0 0 0 − 1
2 −

√
3

2

0 0 0 0
√

3
2 − 1

2




, R(e) =




1 0 0 0 0 0

0 1 0 0 0 0

0 0 − 1
2

√
3

2 0 0

0 0 −
√

3
2 − 1

2 0 0

0 0 0 0 − 1
2

√
3

2

0 0 0 0 −
√

3
2 − 1

2




.

We made a decomposition of L2(S3) with respect to a maximal commu-
tative self-adjoint subalgebra of W ′. The decomposition can be written in
the form

L2(S3) ≡ S3 = span[
(

1 1 1
1 1 1
1 1 1

)
]⊕ span[

(
0 −2 −2
−2 0 −2
−2 −2 0

)
]⊕

span[
(

1 1 −2
1 1 −2
−2 −2 4

)
,
(

1 1 −2
−1 −1 2
0 0 0

)
]⊕ span[

(
1 −1 0
−1 1 0
0 0 0

)
,
(

1 −1 0
1 −1 0
−2 2 0

)
]

in the matrix representation used on the beginning of the section.

2.2.1 Decomposition with respect to the center

So far, we have defined a direct integral with respect to a weakly closed
self-adjoint commutative algebra P and summarize the properties of such
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decomposition in case when P is maximal such subalgebra of bounded op-
erators. In the following, we have a self-adjoint weakly closed algebra W of
bounded operators defined on a Hilbert space L2(Γ) generated by R(g) and
we do the decomposition of L2(Γ) with respect to its center Z, it means with
respect to the maximal self-adjoint weakly closed subalgebra of W which
commutes with every element of W (so Z is commutative weakly closed sub-
algebra of bounded operator and we can form the direct integral with respect
of Z).

Because W ⊂ Z ′, every operator in W is decomposable. If we are dealing
with a finite dimensional space H and a self-adjoint algebra of operators in
it then the component spaces, which one obtains by the decomposition with
respect to its center need not be irreducible, but they correspond to blocks of
equivalent irreducible representations, i.e. each of these components obtained
from the decomposition with respect to Z is a direct sum of irreducible
spaces which transform equivalently. In case of infinite Hilbert space the
situation is more complicated, the representation thus obtained need not be
irreducible, even they do not generally correspond to the blocs of irreducible
representation. But in case of discrete groups, the generalized trace can be
defined on the spaces Wy, the generalize Fourier-Stieltjes transform can be
defined on such spaces and the generalized Peter-Weyl Plancherel theorem
holds (see chapter 3).

2.3 Generalized trace for discrete groups

Theorem 17. If Γ is a locally compact discrete group, Then the weakly closed
self adjoint algebra W generated by R(g), g ∈ Γ is the algebra of all bounded
operators in L2(Γ) consisting of exactly those operators A which are defined
by a function a(g) ∈ L2(Γ) such that

A : x(h) → ∑

Γ

a(g)x(g−1h) (2.4)

and which are bounded. Furthermore we can define a trace on the algebra W :

tr[A] = a(1), (2.5)

where 1 is the identity on Γ.

As it was mentioned in the previous chapter, L2(Γ) can be decomposed
with respect to the center Z. W thus decomposes to the algebras Wy. The
trace of Wy can be defined in the following way: Let e1 ∈ L2(Γ) such that
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e1(g) = δ1g. Then e1 =
∫
Y e1,y dy. If A ∈ W then A =

∫
Y Ay dy. Then the

trace on Wy can be defined by

try[Ay] = 〈Aye1,y, e1,y〉Hy . (2.6)

This trace satisfies the following properties:

• let A be a bounded operator, then for almost all y ∈ Y , try[Ay] is finite,

• try[Ay + By] = try[Ay] + try[By],

• try[AyA
∗
y] ≥ 0, because try[AyA

∗
y] = 〈AyA

∗
ye1,y, e1,y〉 = ‖A∗

ye1,y‖ ≥ 0,

• try[Ay] = try[A∗
y],

• try[AyBy] = try[ByAy],
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Chapter 3

Generalized Fourier-Stieltjes
transformation

3.1 Fourier-Stieltjes transformation for local-

ly compact abelian groups

Throughout this section Γ will be a locally compact abelian group.

3.1.1 Normalization of Haar measures to Plancherel
measure

Definition 26 ([Ross1], definition 23.23). Let Γ be a locally compact abelian
group with the character group Γ̂. For an arbitrary nonempty subset F of Γ,
let A(Γ̂, Γ) be the subset of Γ̂ consisting of all χ such that χ(F ) = {1}. The
set A(Γ̂, Γ) is called the annihilator of F in Γ̂.

In the following paragraph, we will briefly summarize the facts necessary
for the normalization of the measures on the group and on its dual ([Ross2],
p.208): Every locally compact abelian group Γ is in the form Rn×F , where n
is a nonnegative integer and F is locally compact abelian group that contains
a compact open subgroup J . If F is compact, we take J = F , otherwise
we choose J arbitrary. Let F̂ be the dual group to F . Let A(F̂ , J) is the
annihilator, then A(F̂ , J) is a compact subset of Γ̂. Moreover, we can identify
Γ̂ with Ra × F̂ . The following Plancherel’s theorem is valid for the Haar
measure chosen as follows: let µ be the necessarily unique Haar measure
on the subgroup F such that µ(J) = 1 and the measure on A is such that
µ̂(A) = 1. Let µn be the Lesbegue measure on Rn. Every Haar measure on
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Γ is in the form

λ = c(2π)−n/2µn × µ, (3.1)

where c is a positive number. The measure on Γ̂ will then be in the form

λ̂ =
1

c
(2π)−n/2µn × µ̂. (3.2)

3.1.2 Fourier-Stieltjes transformation

Definition 27 ([Ross1] theorem 14.4). Let C0(Γ) be the set of complex valued
functions on Γ such that ∀ε there exists a compact subset F on Γ, such that

|f(x)| < ε, ∀x ∈ (X − F ). (3.3)

Let C∗
0(Γ) be the set of all bounded linear functionals defined on C0(Γ). Then

to every ϕ ∈ C∗
0(Γ) there exists a complex valued measure µ defined on the

σ-algebra Mµ of subsets of Γ containing the Borel sets in Γ such that

ϕ(f) =
∫

Γ
f dµ for all f ∈ C0(γ). (3.4)

The set of all this measures will be denoted by M(Γ).

Definition 28 ([Ross1] definition 31.2). For a complex measure µ ∈M(Γ),
let µ̂ be the complex-valued function on Γ̂ such that

µ̂(χ) =
∫

Γ
χ dµ(g). (3.5)

Then µ̂ is called the Fourier-Stieltjes transform of µ. If f ∈ L1(Γ), so that
dµ = f dg, where dg is the normalized Haar measure, than f̂ is called the
Fourier transform of the function f , where f̂ is determinated by the equation

f̂ dχ = f dg,

and dχ is the normalized measure corresponding to dg.

Definition 29. For a measure µ in M(Γ̂), let µ̌ the complex-valued function
on Γ such that µ̌(g) =

∫
Γ̂ χ̄(g) dµ. Then this function is called the inverse

Fourier-Stieljes transformation of µ. If f ∈ L1(Γ̂), so that dµ =
∫

f dχ,
than f̌ is called the inverse Fourier transform of the function f .

Theorem 18 (Plancherel, [Ross1] theorem 31.18). The Fourier transfor-
mation is a linear isometry of L2(Γ) onto L2(Γ̂), and the inverse Fourier
transformation is a linear isometry of L2(Γ̂) onto L2(Γ). These two trans-
formations are inverse to each other.
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3.2 Fourier-Stieltjes transformation for locally

compact groups

In case of non-abelian locally compact groups, the situation is more compli-
cated and the construction and the proofs of all the theorems are based on von
Neumann work and his generalized direct integral. For simplicity we suppose
that the group is locally compact with two-side invariant Haar-measure.

Let W denote the weakly closed self-adjoint algebra of bounded operators
on L2(Γ) generated by the operators R(g), g ∈ Γ (left regular representation).
Let Z be the center of W (Z = W ′∩W , Z maximal commutative subalgebra).
Let L2(Γ) be the direct integral of the spaces Hy, y ∈ Y with respect to Z:

L2(Γ) =
∫

Y
Hy dy.

Definition 30 (Generalized Fourier transform, [Mau3] p. 371). Let f(g) ∈
L2(Γ) satisfying

f(g) = f̄(g−1). (3.6)

Then f(g) determinates an operator F ′f : L2(Γ, dg) → L2(Γ, dg) by means
of convolution with the function f ∈ L2(Γ):

F ′f(h(g′)) =
∫

Γ
f(g)h(g−1.g′) dg.

F ′f is defined on certain dense subspace of L2(Γ) and there exists a self
adjoint extension of this operator denoted by Ff . Ff is called a Fourier-
Stieltjes transformation of f . A general f ∈ L2(Γ) can be written as f(g) =
a(g)+ib(g), where a, b satisfies the condition (3.6). Let Fa, Fb be the Fourier-
Stieltjes transformation of a, b, then the Fourier-Stieltjes transform of f is
defined by

Ff = Fa + iFb

and it can be shown, that Ff is decomposable by the direct integral and Fyf
is densely defined operator on Hy for almost every y ∈ Y .

Let us remark that in case of function, where the following has a good
sense, the above definition reformulates

Fyf =
∫

Γ
f(g)Ry(g) dg,

where Ry(g) is the decomposition of the left regular representation on the Γ:

Ry(g)f(g′) = f(g−1.g′),

where f ∈ L2(Γ).
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Theorem 19 ([Mau3] p. 373). On the algebra Wy there exists a relative
trace try. For a fixed y ∈ Y , try is a complex-valued linear functional defined
on certain linear subset of Wy. Taking the fixed normalization of try for each
y, then the measure on Y can be taken in such way, that the generalized
Peter-Weyl Plancherel theorem holds:

∫

Γ
f1(g)f̄2(g) dg =

∫

Y
try[Fyf1F

∗
y f2] dy, (3.7)

for fj(g) ∈ L2(Γ), for j = 1, 2. Though try[Fyf1F
∗
y f2] has a meaning for

almost every y.

Let Ay, By be those operator in Wy such that the try[AyA
∗
y] exists for

almost every y and such that
∫
Y (try[AyA

∗
y]) dy exists and is finite. These

operators with the scalar product defined by

∫

Y
(try[AyB

∗
y ]) dy

form a incomplete space X with scalar product.
Using the previous notation one obtains

〈f1, f2〉L2(Γ) = 〈Ff1, Ff2〉X .

Let us remark that the Fourier-Stieltjes transformation is an injection,
because it is a linear isomorphism.

The following theorem completes the proof, that the generalized Fourier-
Stieltjes transform is a bijection, so that there exists an inverse Fourier-
Stieltjes transform which preserves the scalar product.

Theorem 20 ([Mau3] p. 380). The Fourier-Stieltjes transform maps L2(Γ)
on the completion of X.

We can conclude, that there exists the inverse Fourier-Stieltjes transform
F ∗ = F−1 which maps the completion of X (X̄) onto L2(Γ, dg) and it pre-
serves the norm.

Because F is the unitary operator mapping L2(Γ) → X̄, one can ask,
how the inverse Fourier-Stieljes transformation F ∗ looks like. This question
will be partly answered in the chapter 4 for a special type of locally compact
groups.
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Chapter 4

Generalized Bloch analysis and
Schwartz kernel theorem

4.1 Preliminary

Definition 31 ([Jung] p. 17). Let V , V ′ be representations of Γ in H resp.
H′. An interwinning operator is a bounded linear map A : H → H′ such that

AV (g) = V ′(g)A,∀g ∈ Γ. (4.1)

The set of all interwinning operators is denoted by HomΓ(V, V ′). HomΓ(V, V ′)
is a linear space, if V = V ′ then HomΓ(V, V ′) is an algebra.

Definition 32 ([Jung], p. 20). A representation V of Γ is called a factor
representation, if the center of HomΓ(V, V ) consists purely of multiples of the
identity, i.e. Z(HomΓ(V, V )) = {λ1}, λ ∈ C.

Definition 33. A factor representation is called Type I if it contains an
irreducible subrepresentation. A group Γ is called Type I when all its factor
representations are Type I.

Remark 3. • If Γ is compact then Γ is Type I.

• If Γ locally compact and abelian then Γ is Type I.

• If Γ is semi-simple Lie group then Γ is Type I.

• Let Γ be a countably infinite discrete group, then Γ is Type I if and only
if there exists Γ′ ⊂ Γ, Γ′ abelian and normal such that Γ/Γ′ is finite
([Tho] Satz 6).

• If Γ is connected and nilpotent then Γ is Type I.
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• The Free group with two generators is not Type I.

Theorem 21 ([Spr]). Let Γ be a locally compact separable group of Type I.
Let R(g), g ∈ Γ be the regular representation generating the weakly closed
algebra W . Then the decomposition with respect to the center Z of W
decomposes L2(Γ) to a direct integral of Hilbert space L′y, y ∈ Y . Then
R(g) =

∫
Y Ry(g) dy and Ry(g) corresponds to the blocs of equivalent irre-

ducible representations Λy(g).

Remark 4. The assumtion that the group is of Type I assures that the de-
composition with respect to the center will have the same properties as in the
case of finite groups, discussed at the end of chapter 2.

Theorem 22 ([Tho] Kollorar 1.). If Γ is discrete, separable group of Type I,
then all irreducible representations are finite dimensional and the dimensions
are uniformly bounded. For every y ∈ Y , try is defined in the ordinary way,
as the norm on the space of Hilbert-Schmidt operators.

Remark 5. In case of group of Type I, Y corresponds to the dual object Ĝ,
but still the letter Y will be used in the following.

Also in this case L2(Γ) can be decomposed to L′y. L′y further decomposes
to a direct integral of Hilbert spaces Ly which are all mutually equivalent,
and also Ry(g) decomposes to irreducible equivalent representations Λy(g)
acting on Ly.

To clarify the construction let us repeat it in the previous notation

L2(Γ) =
∫

Y ′
L′y dy′

with respect to the center of W . L′y =
⊕k

i=1 Ly. One can identify L′y with
the Hilber space I2(Ly) formed by Hilbert-Schmidt operators on Ly. Let Fy

be the Fourier-Stieltjes transformation of L2(Γ) → I2(Ly) defined similarly
as in the previous chapter. Then the Peter-Weyl Plancherel theorem holds:

Theorem 23. Let Γ be a locally compact separable group of Type I. Then
there exists a unique positive measure dy on Y satisfying the condition

∫

Γ
|f(g)|2 dg =

∫

Y
try[Fyf(Fyf)∗] dy, (4.2)

where Fyf is the Fourier-Stieltjes transform of f . Further F is a unitary
operator L2(Γ) → ∫

Y I2(Ly) dy.
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Example: Symmetric group S3

As it is well known, in the case of a finite group, the left regular representa-
tion decomposes to irreducible representations, its multiplicity is equal to its
dimension. As it was shown,the left regular representation of S3 decomposes
to two one dimensional representations and one two dimensional representa-
tion with multiplicity two. If we normalize the Haar measure on S3 in such
way, that the measure of Γ is equal to one, then the Plancherel measure of
one point set {y} is equal to the dimension of the Hilbert space divided by

the number of the elements of the group, i.e. dy = dimHy

#Γ
.

In this case: Y={1,2,3}, dimH1 = 1, dimH2 = 1, dimH3 = 2. Just for
illustration, let us discribe how Λ3 looks like:

Λ3(1) =

(
1 0
0 1

)
, Λ3(a) =

(
−1 0
0 1

)
, Λ3(b) =

( −1
2

−√3
2

−√3
2

1
2

)
,

Λ3(c) =

( −1
2

√
3

2√
3

2
1
2

)
, Λ3(d) =

( −1
2

−√3
2√

3
2

−1
2

)
, Λ3(e) =

( −1
2

√
3

2
−√3

2
−1
2

)
. (4.3)

Then using the orthonormal base eh(g) = δ(g, h),

Fyeh =
∑

g∈S3

eh(g)Λy(g) = Λy(h) (4.4)

then for all g ∈ S3 it holds true:

∑

y=1,2,3

try[Λy(g)Λ∗y(g)] = 1
1

6
+ 1

1

6
+ 2

1

3
= 1 = ‖eg‖2, (4.5)

so the Peter-Weyl Plancherel theorem holds.

4.1.1 Inverse Fourier-Stieljes transformation

Theorem 24. Let F be the Fourier-Stieljes trasformation with the same
notation as in the previous paragraph. Let A ∈ ∫

Y I2(Ly) dy, then

F ∗
g A =

∫

Y
try[Λy(g)∗Ay] dy. (4.6)

Proof. Let {eh}h∈Γ be the orthonormal base defined by eh(g) = δhg. Then

F ∗
g F (eh) =

∫

Y
try[Λy(g)∗(Fyeh)] dy =

∫

Y
try[Λy(g)∗(

∫

Γ
eh(g

′)Λy(g
′) dg′)] dy

=
∫

Y
try[Λy(g)∗Λy(h)] dy =

∫

Y
try[(Fyeg)

∗Fyeh] dy

= 〈eg, eh〉 = δgh = eh(g).
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Thus F ∗ is the inverse Fourier-Stieljes transformation of F .

Let M be a connected and locally linearly connected manifold, π1(M) = Γ
the fundamental group of M , M̃ the universal covering space of M and D a
fundamental domain of M̃ . It is well known, that the fundamental group is
discrete and at most countable group ([Lee]). We further suppose that Γ is
of Type I.

Let Hy be the space of Ry-equivariant functions defined on M̃ with values
in the Hilbert-Schmidt operators on Ly, it means

Hy = {Ay : M̃ → I2(Ly),

such that Ry(g)[Ay(x)] = Λy(g)Ay(x) = Ay(g.x),∀g ∈ Γ∫

M
try[Ay(x)A∗

y(x)] dµ < ∞}.

4.2 Generalized Bloch analysis

Before the main theorem of generalized Bloch analysis, let us introduce sev-
eral lemmas and definitions:

Definition 34. Let Ly be a Hilbert space, then L∗y is the space of continues
antilinear fuctionals defined on Ly.

The Riesz lemma claims that there exists a conjugate linear isometric
bijection ρ such that

ρ : Ly → L∗y : u → φu, φu(v) = 〈u, v〉. (4.7)

So L∗y is the Hilbert space with the scalar product given by

〈φ1, φ2〉L∗y = 〈ρ−1φ2, ρ
−1φ1〉Ly . (4.8)

Definition 35. Let H1, H2 be two Hilbert spaces, then by H1⊗H2 we denote
the Hilbert spanned by vectors φ1 ⊗ φ2, where φ1 ∈ H1, φ2 ∈ H2. The scalar
product is given by 〈φ1⊗φ2, φ

′
1⊗φ′2〉H1⊗H2 = 〈φ1, φ

′
1〉H1〈φ2, φ

′
2〉H2 . Such space

will be preHilbert. H1 ⊗H2 denotes the closure of such space.

Lemma 1. Let I2(Ly) be the space of Hilbert-Schmidt operators defined on
the Hilbert space Ly. Then I2(Ly) ≡ L∗y ⊗ Ly.
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Proof. There exists Ψ : L∗y ⊗Ly → I2(Ly) and it is an unitary operator. Let
φ ∈ L∗y, u ∈ Ly, we define Ψ by:

Ψ(φ1 ⊗ u)v = φ1(v)u. (4.9)

• Ψ is an isometry:

〈Ψφ1 ⊗ u1, Ψφ2 ⊗ u2〉I2(Ly) =
∑
n

〈Ψ(ψ1 ⊗ u1)vn, (Ψφ2 ⊗ u2)vn〉Ly ,

where {vn}n∈N is an orthonormal basis of Ly. Then
∑
n

〈Ψ(ψ1 ⊗ u1)vn, (Ψφ2 ⊗ u2)vn〉Ly

=
∑
n

φ1(vn)φ2(vn)〈u1, u2〉Ly

=
∑
n

〈ρ−1φ1, vn〉〈ρ−1φ2, vn〉〈u1, u2〉 = 〈φ1, φ2〉L∗y〈u1, u2〉Ly

= 〈φ1 ⊗ u1, φ2 ⊗ u2〉L∗y⊗Ly .

• Ψ is onto: Because Ψ is an isometry, RanΨ is closed. Let A ∈ I2(Ly),
A⊥Ψ(φ⊗ u) ∀φ ∈ L∗y, u ∈ Ly

0 =
∑
n

〈Avn, Ψ(φ⊗ u)vn〉Ly =
∑
n

〈Avn, φ(vn)u〉. (4.10)

Let φ = ρ(vk), u = vj. Then ∀k, j the sum reduces to 〈Avk, vj〉 = 0
and it implies that ∀k

Avk = 0.

Because span{vk}k is dense in Ly, A = 0 and Ψ is onto.

Thus Ψ is an unitary operator and we can identify

I2(Ly) ≡ L∗y ⊗ Ly. (4.11)

Lemma 2. Let A ∈ B(Ly), B ∈ I2(Ly) such that B = φ ⊗ v (using the
notation from the previous lemma). Let LA : I2(Ly) → I2(Ly) defined by
LA[B] = AB. Then

AB = φ⊗ (Av), (4.12)

so LA can be written in the form

LA = I ⊗ A. (4.13)

33



Proof. The proof follows directly from the previous lemma.

Using the previous two lemmas, Hy can be decompose to

Hy = L∗y ⊗ H̃y, (4.14)

where H̃y are Λy-equivariant functions with values in Ly, it means:

H̃y = {vy : M̃ → Ly, such that Λy(g)vy(x) = vy(g.x),∀g ∈ Γ,∫

M
‖vy(x)‖2

Ly
dµ < ∞} (4.15)

Let us describe some properties of f ∈ L2(M̃), where M̃ is the universal
covering space of M with the fundamental group Γ. Locally the fibration
π : M̃ → M is trivial, it means π−1(U) = U × Γ.

• M̃ = ∪x∈Mπ−1(x), where π is the projection from the definition 7.
Then the Fubini theorem implies that

‖f‖2
L2(M̃)

=
∫

M̃
|f |2 dµ =

∫

M

∫

π−1(x)
|f(x)|2 dg dµ (4.16)

and for almost all x ∈ M̃

f |π−1(x) ∈ L2(π−1(x)). (4.17)

• If fx(g) = f(g−1.x) then fx ∈ L2(Γ).

• Let Lh be the left action of Γ on M̃ :

Lhx = h.x. (4.18)

Then L∗h : L2(M̃) → L2(M̃) is defined by

L∗hf(x) = f(h.x). (4.19)

Theorem 25. Let M , M̃ , Γ, Ry(g) is defined as above. Let

Hy = {Ay : M̃ → I2(Ly),

such that Ry(g)[Ay(x)] = Λy(g)Ay(x) = Ay(g.x), ∀g ∈ Γ∫

M
try[Ay(x)A∗

y(x)] dµ < ∞}.
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Let Φ : L2(M̃) → ∫
YHy dy be defined by

Φyf(x) = Fyfx, (4.20)

where Fy is the Fourier-Stieljes transformation in y. Then for f ∈ C∞
0 (M̃):

Φyf(x) =
∑

Γ

f(g−1.x)Λy(g). (4.21)

Further Φ is a well defined unitary operator.

Proof. The proof of this theorem will be done in several steps:
Let f ∈ C∞

0 (M̃), then the sum in 4.21 is finite because the action of Γ
on M̃ is properly discontinuous. Then the definition of the Fourier-Stieltjes
transformation gives directly the relation (4.21).

• Let f ∈ L2(M̃), then Φyf ∈ Hy:

Fy(L
∗
hfx) = Λ−1

y (h)Fyfx

and

Φyf(g.x) = Fyfg.x = Fy(L
∗
g−1fx) = Λy(g)Fyfx = Λy(g)Φyf(x). (4.22)

• Φ is an isometry:

∫

Y
‖Φyf‖2 dy =

∫

Y

∫

M
‖(Φyf)(x)‖2

I2(Ly) dµ dy

=
∫

M

∫

Y
‖Fyfx‖2

I2(Ly) dy dµ =
∫

M

∫

Γ
‖fx(g)‖2 dg

=
∫

M

∫

π−1(x)
|f(x)|2 dµ = ‖f‖2

L2(M̃)
. (4.23)

• Φ is surjective: Because Φ is a bounded operator and L2(M̃) is closed,
RanΦ is closed. Let A ∈ ∫

Y Hy dy, A =
∫
Y Ay dy, A⊥RanΦ. We will

prove that A = 0:

0 =
∫

Y
〈Ay, Φyf〉Hy dy, ∀f ∈ L2(M̃),

∫

Y
〈Ay(x), Φyf(x)〉Hy dy

=
∫

M

∫

Y
〈Ay(x), Fyfx〉I2(Ly) dy dµ. (4.24)
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Because the generalized Fourier-Stieljes transformation is a unitary op-
erator between L2(Γ) and

∫
Y I2(Ly) dy, for almost all x ∈ M̃ , there

exists ax ∈ L2(Γ) such that Fyax = Ay(x). Then
∫

M

∫

Y
〈Ay(x), Fyfx〉I2(Ly) dy dµ =

∫

M
〈ax, fx〉L2(Γ) dµ = 0.

Let U ⊂ M , U open such that

π−1(U) = U × Γ. (4.25)

Let f ∈ L2(M̃) such that suppf ∈ π−1(U) and f(x) = f1(u)f2(g),
u ∈ U, g ∈ Γ, f1 ∈ C∞

0 (U), f2 ∈ L2(Γ), x = (u, g). Then

0 =
∫

U
f1(u)〈a(u,g), f2〉L2(Γ) dµ, (4.26)

and it implies that for almost all u ∈ U and g ∈ Γ, 〈a(u,g), f2〉 = 0 and

so a(u,g)(h) = 0 for all h ∈ Γ. Because M̃ can be covered by countably
many open sets U , such that (4.25) is valid, ax(g) = 0 for almost all
x ∈ M̃ and all g ∈ Γ. Then for almost all x ∈ M̃ , Ay(x) = 0 and so
A = 0.

Definition 36. Let g be a metric tensor. Then Laplace-Beltrami operator is
defined by

∆LB =
1√
g
∂ig

ij√g∂j. (4.27)

Remark 6. (−∆LB) is positive operator on C∞
0 (M̃).

Remark 7. Let ϕ ∈ C∞
0 (M̃), Φ from the previous theorem, Φyϕ ∈ Hy and

Φyϕ =
∑

g∈Γ ϕ(g−1.x)Λy(g) and the sum is finite. We can define (−∆LB)y

on the dense subset of Hy by the relation

(−∆LB)yΦyϕ(x) = Φy(−∆LB)ϕ(x). (4.28)

• (−∆LB)y is a symmetric operator:

〈(−∆LB)yΦyψ1(x), Φyψ2(x)〉Hy

= 〈∑
Γ

(−∆LB)yL
∗
g−1ψ̄1(x)Λy(g),

∑

Γ

ψ2(g
′−1.x)Λy(g

′)〉Hy

=
∑

Γ

∑

Γ

∫

D
L∗g−1(−∆LB)ψ̄1(x)ψ2(g

′−1.x)〈Λy(g), Λy(g
′)〉I2(Ly)

=
∑

g∈Γ

∑

g′∈Γ

∫

g−1.D
(−∆LB)ψ̄1(x)L∗g′−1gψ2(x)ϕ(g′−1g),
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where D ⊂ M̃ is a fundamental domain and

ϕ(gg′−1) = 〈Λy(g), Λy(g
′)〉I2(Ly) = 〈Λy(g

′−1.g), I〉I2(Ly).

Then
∑

g∈Γ

∑

g′∈Γ

∫

g−1.D
(−∆LB)ψ̄1(x)L∗g′−1gψ2(x)ϕ(g′−1g) dµ

=
∑

g∈Γ

∑

h∈Γ

∫

g−1.D
(−∆LB)ψ̄1(x)L∗hψ2(x)ϕ(h) dµ

=
∑

h∈Γ

∫

M̃
(−∆LB)ψ̄1(x)L∗hψ2(x)ϕ(h) dµ

=
∑

h∈Γ

∫

M̃
ψ̄1(x)(−∆LB)L∗hψ2(x)ϕ(h) dµ

=
∑

h∈Γ

∫

M̃
ψ̄1(x)L∗h(−∆LB)ψ2(x)ϕ(h) dµ

= 〈Φyψ1, (−∆LB)yΦyψ2〉Hy . (4.29)

• (−∆LB) is positive operator: Let ψ ∈ C∞
0 (M̃) such that its support is

in D. The functions Φψ are dense in Hy. Then

〈Φyψ, (−∆LB)Φyψ〉Hy

=
∫

D
ψ̄(x)(−∆LB)ψ(x)〈Λy(1), Λy(1)〉I2(Ly) ≥ 0. (4.30)

Theorem 26. Let H = −∆LB + V (x) is a Hamiltonian with a Γ-invariant
potential acting on L2(M̃). Then H decomposes under Φ:

ΦHΦ∗ =
∫

Y
Hy dy, (4.31)

where Hy = (−∆LB)y + V (x) is formally the same operator acting on Hy.

Proof. Let ϕ(x) ∈ C∞
0 (M̃), ϕx(g) = ϕ(g−1.x), ϕx ∈ L2(Γ) for almost all x.

Let {eh} be the orthonormal basis of L2(Γ), eh(g) = δhg. Then

ϕx =
∑

h∈Γ

ϕ(h−1.x)eh

Fϕx =
∑

h∈Γ

ϕ(h−1.x)Feh. (4.32)

Further

Φyϕ(x) = Fyϕx =
∑

h∈Γ

ϕ(h−1.x)Fyeh =
∑

h∈Γ

L∗h−1ϕ(x)Fyeh. (4.33)

37



The sum in (4.33) is finite, uniformally for x ∈ U ⊂ Ū ⊂ M̃ .
∆LB is Γ invariant, so

∆LBL∗g = L∗g∆LB (4.34)

Moreover

(−∆LB)yΦyf = (−∆LB)y

∑

h∈Γ

L∗h−1f(x)Fyeh

=
∑

h∈Γ

(−∆LB)L∗h−1f(x)Fyeh

=
∑

h∈Γ

L∗h−1(−∆LB)f(x)Fyeh = Φy(−∆LBf(x)), (4.35)

because (−∆LB)y acts in the variable x and for f ∈ C∞
0 (M̃), the sum is

finite.
(−∆LB)y is the operator defined as in the previous chapter and there

exists selfadjoint extension of this operator (see Theorem 3).
V (x) is Γ invariant, so V L∗h = L∗hV . V (x) is a bounded operator and

similarly as in the previous case, ΦV Φ∗ =
∫
Y Vy dy, where Vy is the formally

the same operator acting on Hy.

Then also U(t) = exp(− i
h̄
Ht) is decomposable under the direct integral

and ΦU(t)Φ∗ =
∫
Y Uy(t) dy. Uy is the propagator corresponding to Hy for

almost all y.

4.3 The Schwartz kernel theorem

Theorem 27 (Schwartz kernel theorem, [Hor]). Let K ∈ D′(X1×X2). Then
by the equation

〈Kφ, ψ〉 = K(ψ ⊗ φ), ψ ∈ C∞
0 (X1), φ ∈ C∞

0 (X2), (4.36)

is defined a linear map K : C∞
0 (X2) → D′(X1) which is continuous in the

sense that Kφj → 0 in D′(X1) if φj → 0 in C∞
0 (X2). Conversely, to every

such linear map K there is one and only one distribution K such that (4.36)
is valid. One calls K the kernel of K.

For the existence of the kernel for the propagator defined on L2(M̃, dµ)we
use the following reformulation of the Schwartz kernel theorem:

Theorem 28. Let B ∈ B(L2(M̃, dµ)), then there exists one and only one
β ∈ D′(M̃ × M̃) such that β(φ̄1 ⊗ φ2) = 〈φ1, Bφ2〉 for ∀φ1, φ2 ∈ C∞

0 (M̃).
Moreover the map B → β is an injection.
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Proof. The proof follows directly from the fact, that B restricted to C∞
0 (M̃)

is continuous as the function B : C∞
0 (M̃) → L2(M̃, dµ). Because C∞

0 (M̃)
is dense in L2(M̃, dµ) and I : L2(M̃, dµ) → D′(M̃), where I is the identity
map, is continuous, B : C∞

0 (M̃) → D′(M̃) is continuous and there exists
unique β from the previous theorem satisfying the above equation.

Distribution δ(x− y) is the kernel for the identity perator I:

δ(x− y)(φ1(x)⊗ φ2(y)) = 〈φ̄1, φ2〉 =
∫

M̃
φ1(x)φ2(x) dµ(x). (4.37)

To obtain the kernel in case of Uy(t), we use the following mapping Φ̃:

Φ̃y : L2(M̃)⊗ Ly → H̃y : Φ̃y =
∑

g∈Γ

L∗g−1 ⊗ Λ(g), (4.38)

where

H̃y = {vy : M̃ → Ly, such that Λy(g)vy(x) = vy(g.x),∀g ∈ Γ,∫

M
‖vy(x)‖2

Ly
dµ < ∞} (4.39)

The generalized kernel for Uy(t) would be

Ky
t (x, z) ∈ D′(M̃ × M̃)⊗ B(Ly) (4.40)

defined by

〈u1, (K
y
t (x, z), ψ̄1(x)ψ2(z))u2〉Ly = 〈Φ̃y(ψ1 ⊗ u1), Ũy(t)Φ̃y(ψ2 ⊗ u2)〉H̃y

,(4.41)

where ΦU(t)Φ∗ =
∫
Y Uy(t) =

∫
Y L∗y ⊗ Ũy(t).

Let {uy
n}n∈N , {φy

n}n∈N be mutually dual orthonormal basis of Ly,L∗y re-
spectively. Then if A ∈ Hy, then A(x) =

∑
n φy

n ⊗ A(x)uy
n =

∑
n φy

n ⊗ Ay
n(x)

and Ay
n ∈ H̃y. Then if f ∈ C∞

0 (M̃) we have

Φyf =
∑
n

φy
n ⊗ (Φ̃yf ⊗ uy

n). (4.42)

Then

(Kt(x, z), ψ̄1(x)ψ2(z)) = 〈ψ1, U(t)ψ2〉
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= 〈Φψ1, ΦU(t)Φ−1Φψ2〉∫
Y
Hy

= 〈Φψ1,
∫

Y
Iy ⊗ Ũy(t) dyΦψ2〉 =

∫

Y
〈Φyψ1, Iy ⊗ Ũy(t)Φyψ2〉Hy dy

=
∫

Y
〈∑

n

φy
n ⊗ Φ̃y(ψ1 ⊗ uy

n),
∑

k

Iyφ
y
k ⊗ Ũy(t)Φ̃y(ψ2 ⊗ uy

n)〉 dy

=
∫

Y

∑
n

〈Φ̃yψ1 ⊗ uy
n, Ũy(t)Φ̃yψ2 ⊗ uy

n〉 dy

=
∫

Y

∑
n

〈uy
n, (Ky

t (x, z), ψ̄1(x)ψ2(z))uy
n〉Ly dy

=
∫

Y
try[Ky

t (x, z), ψ̄1(x)ψ2(z)] dy. (4.43)
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Chapter 5

Schulman ansatz

Schulman ansatz gives a relation between two operators which are formally
the same, but are defined on two different Hilbert spaces. Let M̃ be simply
connected and locally linearly connected Riemann manifold with Γ-invariant
Riemann metric. Let Γ be at most countable discrete group acting freely on
M̃ .1 We also suppose that the action of Γ is properly discontinuous. Let
M = Γ\M̃ , then π1(M) = Γ. Let us further suppose that Γ is of Type I.

One of the Hilbert spaces is the space of L2(M̃, dµ), H is a Hamiltonian
on L2(M̃) which is Γ-invariant2, U(t) is the corresponding propagator, it
means

U(t) = exp(− i

h̄
Ht). (5.1)

U(t) is a bounded operator on L2(M̃) and it is possible to use the Schwartz
kernel theorem to find the kernel Kt(x, y) of U(t). The second Hilbert spaces
is the space of Λy-equivariant functions with values in Ly defined in the
previous chapter as H̃y. Let Hy be formally the same Hamiltonian on H̃y,
Ũy(t) its propagator(see the previous chapter).

Remark 8. U(t), resp. Ũy(t) is in both cases unitary operator,{U(t)}t is
one parametric group with properties

U(t)U(s) = U(t + s),

U(t)−1 = U(−t),

U(0) = 1. (5.2)

1It means if g.x = x for some x, then g =identity in Γ.
2H is Γ-invariant Hamiltonian if L∗g−1HL∗g = H for all g ∈ Γ. If H = −∆LB + V ,

where V is Γ−invariant potential, then H is Γ-invariant.
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Let Kt, resp. Ky
t be the kernel of operator U(t), resp. Ũy(t).

Formally in case of abelian groups, Schulmann ansatz proposes, that

Kχ
t (x, z) =

∫

Γ
χ(g−1)Kt(g.x, z) dg. (5.3)

It means that for ϕ, ψ ∈ C∞
0 (M̃)

〈Φψ(x), Ũχ(t)Φϕ(x)〉Hχ =
∫

Γ
χ(g−1)〈ψ(x), U(t)ϕ(g.x)〉L2(M̃) dg,

for almost all χ.
If Γ is a locally compact group of Type I the Schulman ansatz reformulates

(Ky
t (x, z), ψ̄1(x)ψ2(z)) =

∑

g∈Γ

Λ(g−1)(Kt(g.x, z), ψ̄1(x)ψ2(z)). (5.4)

5.1 Proof of the Schulman ansatz

Lemma 3. try[(K
y
t (x, z), ψ̄1(x)ψ2(z))] ∈ L1(Y, dy)

Proof. From the previous:

|try[(K
y
t (x, z), ψ̄1(x)ψ2(x))]|

= |〈Φyψ1, I ⊗ Ũy(t)Φyψ2〉Hy | ≤ ‖Φyψ1‖Hy‖Φψ2‖Hy . (5.5)

Then ∫

Y
|try[K

y
t (x, z), ψ̄1(x)ψ2(z)]| dy ≤

∫

Y
‖Φyψ1‖Hy‖Φψ2‖Hy dy

≤ (
∫

Y
‖Φyψ1‖2

Hy
dy)

1
2 (

∫

Y
‖Φyψ2‖2

Hy
dy)

1
2

= ‖Φψ1‖‖Φψ2‖ = ‖ψ1‖L2(M̃)‖ψ2‖L2(M̃) < ∞. (5.6)

Lemma 4. Ky
t (g.x, z) = Λ(g)Ky

t (x, z)

Proof.

〈u1, (K
y
t (g.x, z), ψ̄1(x)ψ2(z))u2〉Ly

= 〈u1, (K
y
t (x, z), ψ̄1(g

−1.x)ψ2(z))u2〉Ly

= 〈Φ̃yL
∗
g−1ψ1 ⊗ u1, Ũy(t)Φ̃yψ2 ⊗ u2〉H̃y

= 〈Φ̃yψ1 ⊗ Λ(g−1)u1, Ũy(t)Φ̃yψ2 ⊗ u2〉H̃y

= 〈Λ(g−1)u1, (K
y
t (x, z), ψ̄1(x)ψ2(z))u2〉Ly

= 〈u1, Λ(g)(Ky
t (x, z), ψ̄1(x)ψ2(z))u2〉Ly , (5.7)

for ∀u1, u2 ∈ Ly, ∀ψ1, ψ2 ∈ C∞
0 (M̃).
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Lemma 5. K(g) = (Kt(g
−1.x, z), ψ̄1(x)ψ2(z)) ∈ L2(Γ, dg)

Proof. Let ψ ∈ C∞
0 (M̃), because the action of Γ on M̃ is properly discontin-

uous, then ψ =
∑n

j=1 ηj, where

supp(L∗gηj) ∩ suppηj = ∅, (5.8)

for ∀g ∈ Γ, g 6= 1. Without lost of generality, we can suppose,that ψ1 satisfies
equation (5.8). Then

‖L∗gψ1‖L2(M̃) = ‖ψ1‖L2(M̃). (5.9)

So { 1
‖ψ1‖L

∗
gψ}g∈Γ is an orthonormal system in L2(M̃). Then

K(g) = (Kt(g
−1.x, y), ψ̄1(x)ψ2(z)) = (Kt(x, z), L∗gψ1(x)ψ2(z))

= 〈L∗gψ1, U(t)ψ2〉L2(M̃) (5.10)

and

∑

g∈Γ

|K(g)|2 = ‖ψ1‖2
∑

g∈Γ

|〈 1

‖ψ1‖L∗gψ1, U(t)ψ2〉|2

≤ ‖ψ1‖2‖U(t)ψ2‖2 = ‖ψ1‖2‖ψ2‖2 < ∞, (5.11)

where we have used the Bessel inequality and the fact, that U(t) is an unitary
operator.

Lemma 6. Let L(y) = (Ky
t (x, z), ψ̄1(x)ψ2(z)). Then L ∈ ∫

Y I2(Ly) dy.

Proof.

‖L(y)‖2
I2(Ly) =

∑

j

∑

k

|〈uj, (K
y
t (x, y), ψ̄1(x)ψ2(z))uk〉Ly |2, (5.12)

where {uj} is an arbitrary orthonormal base in Ly. Then

‖L(y)‖2
I2(Ly) =

∑

j

∑

k

|〈Φ̃yψ1 ⊗ uj, Ũy(t)Φ̃yψ2 ⊗ uk〉H̃y
|2

≤ ∑

j

∑

k

‖Φ̃yψ1 ⊗ uj‖2
H̃y
‖Φ̃yψ2 ⊗ uk‖2

H̃y
. (5.13)

Let ψ1 and ψ2 be such that

suppL∗gψi ∩ suppψi = ∅, g 6= 1. (5.14)
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Then

Φ̃y(ψi ⊗ u(x)) =
∑

Γ

ψi(g
−1.x)Λ(g)u, (5.15)

but the sum is non zero only for at most one g ∈ Γ. Thus

‖Φ̃y(ψi ⊗ u)(x)‖2
Ly

=
∑

g∈Γ

|ψi(g.x)|2‖Λ(g)u‖2
Ly

,

‖Φ̃yψi ⊗ u‖2
H̃y

=
∫

D

∑

g∈Γ

|ψi(g.x)|2‖u‖2
Ly

dµ

= ‖ψi‖L2(M̃)‖u‖2
Ly

. (5.16)

Then the inequality (5.13) leads to

‖L(y)‖2
I2(Ly) ≤

∑

j

∑

k

‖uj‖2‖uk‖2‖ψ1‖2
L2(M̃)

‖ψ2‖2
L2(M̃)

= (dim Ly)
2‖ψ1‖2

L2(M̃)
‖ψ2‖2

L2(M̃)
. (5.17)

The assumption that Γ is of Type I assures, that dimLy is finite and it is
uniformally bounded for y ∈ Y . Further the measure of Y is finite, so

‖L‖2 =
∫

Y
‖L(y)‖2

I2(Ly) dy ≤ const.measure of Y < ∞. (5.18)

Equation (4.43) implies that

K(g) = (Kt(g
−1x, z), ψ̄1(x)ψ2(z)) =

∫

Y
try[K

y
t (g−1.x, z), ψ̄1(x)ψ2(z)] dy

=
∫

Y
try[Λ(g−1)Ky

t (x, z), ψ̄1(x)ψ2(z)] dy = F ∗
g L.

We have thus prooved that

K(g) = F ∗
g L (5.19)

and because of the two previous lemmas, we can conclued that the Schulman
ansatz in our notation reformulates

L(y) = FyK. (5.20)

It means

(Ky
t (x, y), ψ̄1(x)ψ2(z)) =

∑

g∈Γ

Λ(g)(Kt(g
−1.x, z), ψ̄1(x)ψ2(z)) (5.21)

for almost all y.
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Chapter 6

Aharonov-Bohm Effect with
two vortices

We consider a non-relativistic particle moving in the external gauge field
with the flux concentrated in two infinitely thin parallel solenoids. Outer
the solenoids the flux vanishes. Even though the particles do not pass
throw the field, they are influenced by this field. In the idealized setup,
the configuration space is M = R2 − {a, b} and the gauge field strength
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ] vanishes on M . All gauge fields Aµ with van-
ishing field strength on some configuration space M are in correspondence
with unitary representation Λ on the group Γ = π1(M, x1).

For the computation of the kernel, we will use the universal covering space
M̃ , Γ\M̃ = M . H̃y is the Hilbert space of Λ equivariante functions defined
on M̃ .

The goal of this chapter is to prove the formula for the propagator on H̃y

using the Schulman ansatz.
First of all, we must find the formula for the propagator on the universal

covering space M̃ .
The Aharonov-Bohm Hamiltonian acts in L2(R2, d2x) and it is the self

adjoint operator

H = −∆LB (6.1)

with the domain determined by the boundary conditions on the cuts La, Lb

introduced below.
Without lost of generality we chose a = (0, 0), b = (ρ, 0), and let La, Lb

be two half lines La = (1, 0)t, t ∈ (−∞, 0], Lb = (1, 0)t, t ∈ [b,∞). Then
M −{La, Lb} is a fundamental domain. We introduce two polar coordinates
with respect to the points a and b, then ϕa = ±π, resp. ϕb = ±π corresponds
to La, resp. Lb. The boundary of the fundamental domain consists of points
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a, b, four half lines (two sides of La, two sides of Lb) and two ∞. The
fundamental domain will be denoted by D = (a, b). Copies of a, b will be
denoted by A.,B. One obtains the universal covering spaces by patching
together the fundamental domains along four halflines with four other sheets,
M̃ = ∪i,jD(Aj, Bi) where dist(Aj, Bi) = ρ. For simplicity we will add to the
universal covering space the copies of a and b, the set of all these points will
be denoted by C and this set is at most countable

In the following χ(x1, x2) is the function characterizing the property that
x1, x2 can be connected with a finite geodesic. Two points can be connected
with a finite geodesic if |ϕ1

a − ϕ2
a| < π and |ϕ1

b − ϕ2
b | < π. χ(A, x) = 1 if

x ∈ ⋃
i D(A,Bi) and similarly for the copies of b.

For simplicity we define

Zt(x, x0) = ϑ(t)χ(x, x0)
µ

2πih̄t
exp

(
iµ

2h̄t
dist2(x, x0)

)
, (6.2)

V

(
x3, x2, x1

t2, t1

)
=

ih̄

µ

(
1

θ − π + i ln( t2r1

t1r2
)
− 1

θ + π + i ln( t2r1

t1r2
)

)
, (6.3)

where ϑ is the Heaviside step function, θ = 6 x1x2x3 is the oriented angle, u =
ln(t2r1/t1r2) and r1 = dist(x1, x2), r2 = dist(x2, x3). Let γ be the sequence
(C1, C2 . . . Cn), where dist(Ci, Ci+1) = ρ and ci ∈ C. In the next two section,
we will prove that

Kt(x, x0) =
∑

γ,n≥0

∫

Rn+1
dtn . . . dt0δ(tn + . . . + t0 − t)V

(
x,Cn, Cn−1

tn, tn−1

)
×

V

(
Cn, Cn−1, Cn−2

tn−1, tn−2

)
× . . .× V

(
C2, C1, x0

t1, t0

)
×

Ztn(x,Cn)Ztn−1(Cn, Cn−1)× Zt0(C1, x0), (6.4)

where γ runs over all possible sequences of length n, is the kernel of the
propagator on M̃. First of all, we will prove that

Kt(x, x0) = Zt(x, x0) +
∫

R2
dt1 dt0δ(t1 + t0 − t)V

(
x,C, x0

t1, t0

)
Zt1(x, A)Zt0(A, x0) (6.5)

is the kernel of the propagator in one solenoid case.

6.1 Kernel on R+ ×R

In this section we will find the kernel of the propagator on the universal
covering space corresponding to Aharonov-Bohm effect with one solenoid.
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In this case M = R2 − (0, 0) and Γ = π1(M) = Z. M̃ is completed with
the point A, a copy of (0, 0). Using polar coordinates (r, ϕ), we can identify
fundamental domain with R+ × (0, 2π). Universal covering space M̃ can be
identified with R+ ×R. The action of Γ is given by n.(r, ϕ) = (r, ϕ + 2πn).

We want to prove that

Kt(x, x0) = Zt(x, x0) +
∫

R2
dt1 dt0δ(t1 + t0 − t)V

(
x,C, x0

t1, t0

)
Zt1(x, A)Zt0(A, x0) (6.6)

is the kernel of the free propagator on the universal covering space M̃ . It
means to prove that

(ih̄
∂

∂t
+

h̄2

2µ
∆LB)ϑ(t)Kt(x, x0) = ih̄δ(t)δ(x, x0). (6.7)

In other words it means

lim
t→0+

Kt(x, x0) = δ(x, x0) (6.8)

(ih̄
∂

∂t
+

h̄2

2µ
∆LB)Kt(x, x0) = 0, for t > 0 (6.9)

on R+ ×R.
First of all let us mention that Zt(x, x0), up to the term χ(x, x0), is kernel

of the free propagator on R2. It is true that

(ih̄
∂

∂t
+

h̄2

2µ
∆LB)Zt(x, x0) =

ih̄

4πt
exp

(
iµ

2h̄t
dist (x, x0)

2
)

(∂−→n δL+ + ∂−→n δL−) (6.10)

where δL+ , resp. δL− are distributions defined by

〈δL+ , ψ(r, ϕ)〉 =
∫ ∞

0
ψ(r, π+)r dr, (6.11)

resp.

〈δL− , ψ(r, ϕ)〉 =
∫ ∞

0
ψ(r, π−)r dr.

It holds true for any f(t) ∈ C1(R̄+),

(i∂t +
1

4
(∂2

r +
1

r
∂r +

1

r2
∂2

θ ))×
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∫ t

0

1

θ + i ln( (t−s)r0

sr
)

1

t− s
exp

(
ir2

t− s

)
f(s) ds

=
πr0

2r2(r + r0)
exp

(
i(r + r0)

r

t

) [
f

(
tr0

r + r0

)
δ′(θ)−

i
r

r + r0

((
1 + i

r0(r + r0)

t

)
f

(
tr0

r + r0

)
+

tr0

r + r0

f ′
(

tr0

r + r0

))
δ(θ)

]
. (6.12)

After few transformations we obtain

(ih̄∂t +
h̄2

2µ
(∂2

r +
1

r
∂r +

1

r2
∂2

θ ))×
∫ t

0

1

θ + i ln( (t−s)r0

sr
)

h̄

t− s
exp

(
ir2µ

2h̄(t− s)

)
f

(
2h̄s

µ

)
ds

=
πr0h̄

3

r2µ(r + r0)
exp

(
i(r + r0)

µr

2h̄t

) [
f

(
2h̄tr0

µ(r + r0)

)
δ′(θ)− ir

r + r0

×
((

1 + i
µr0(r + r0)

2h̄t

)
f

(
2h̄tr0

µ(r + r0)

)
+

2h̄tr0

µ(r + r0)
f ′

(
2h̄tr0

µ(r + r0)

))
δ(θ)

]
.

Setting f(u) = 1
u

exp
(

ir2
0

u

)
we obtain

(ih̄∂t +
h̄2

2µ
(∂2

r +
1

r
∂r +

1

r2
∂2

θ ))×
∫ t

0

1

θ + i ln
(

(t−s)r0

sr

) h̄

t− s
exp

(
ir2µ

2h̄(t− s)

)
µ

2h̄s
exp

(
ir2

0µ

2h̄s

)
ds

=
πr0h̄

3

r2µ(r + r0)
exp

(
i(r + r0)

µr

2h̄t

) [µ(r + r0)

2h̄tr0

exp

(
ir2

0µ(r + r0)

2h̄tr0

)
δ′(θ)−

i
r

r + r0

{
(1 + i

µr0(r + r0)

2h̄t
)
µ(r + r0)

2h̄tr0

exp

(
ir2

0µ(r + r0)

2h̄tr0

)
+

2h̄tr0

µ(r + r0)

(
−µ2(r + r0)

2

4h̄2t2r2
0

− iµ3r2
0(r + r0)

3

8h̄3t3r3
0

)
exp

(
iµr2

0(r + r0)

2h̄tr0

) }
δ(θ)

]

=
πh̄2

2r2t
exp

(
iµ

2h̄t
(r + r0)

2
)

δ′(θ).

Using this identity we obtain

(ih̄∂t +
h̄2

2µ
(∂2

r +
1

r
∂r +

1

r2
∂2

θ ))×
∫ ∫

dt1 dt0δ(t1 + t0 − t)V

(
x,A, x0

t1, t0

)
Zt1(x,A)Zt0(A, x0)
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= (ih̄∂t +
h̄2

2µ
(∂2

r +
1

r
∂r +

1

r2
∂2

θ ))×
−iµ

4h̄π2

∫ t

0
[

1

θ − π + i ln( (t0−t)r1

t0r2
)
− 1

θ + π + i ln( (t0−t)r1

t0r2
)
]×

1

(t0 − t)t0
exp

(
iµ

2h̄t
(

r2

t0 − t
+

r2
0

t0
)

)
dt0

=
ih̄

4r2tπ
exp

(
iµ

2h̄t
(r + r0)

2
)

(δ′(θ − π)− δ′(θ + π)). (6.13)

Finally using the formula 1

1

r2
δ′(θ ∓ π) = ±∂−→n δL± (6.14)

we obtain (6.9).
Before the justification of (6.8), let us prove the following proposition:

Proposition 8. Let ψ(x) ∈ C∞
0 (R). Then

∫ +∞

0

1

it
exp(

i

t
x)ψ(x) dx → ψ(0), for t →∞,

so

lim
t→0

1

it
exp(

i

t
x)ϑ(x) = δ(x) in D′(R).

Proof.

lim
t→0

∫ +∞

0

1

it
exp(

i

t
x)ψ(x) dx

= − lim
t→0

[exp(
i

t
x)ψ(x)]+∞0 + lim

t→0

∫ +∞

0
exp(

i

t
x)ψ′(x) dx

= ψ(0) + lim
t→0

[−it exp(
i

t
x)ψ′(x)]+∞0 + lim

t→0

∫ +∞

0
it exp(

i

t
x)ψ′′(x) dx = ψ(0).

The equation (6.8) follows from the fact that Zt(x, x0) is the free propa-
gator, so

lim
t→0

Zt(x, x0) = δ(x, x0). (6.15)

1
∫

R+×R
1
r2 δ′(θ ∓ π)ϕ(r, θ)r dr dθ = − ∫

R+

1
r ∂θϕ(r,±π) dr = − ∫

L±
∂ϕ

∂−→n dl
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This can be also easily proved using the previous proposition. It remains to
prove that

lim
t→0

∫ ∫
dt1 dt0δ(t1 + t0 − t)V

(
x,A, x0

t1, t0

)
Zt1(x,A)Zt0(A, x0) = 0

in D′(R):

lim
t→0

∫ ∫
dt1 dt0δ(t1 + t0 − t)V

(
x,A, x0

t1, t0

)
Zt1(x,A)Zt0(A, x0)

= − lim
t→0

∫

R2
dx

∫ t

0
dt0

exp( iµ
2h̄

( r2

t−t0
+

r2
0

t0
))

θ − π + i ln( (t−t0)r0

t0r
)

µ2

4π2h̄2(t− t0)t0
ψ(x) +

lim
t→0

∫

R2
dx

∫ t

0
dt0

exp( iµ
2h̄

( r2

t−t0
+

r2
0

t0
))

θ + π + i ln( (t−t0)r0

t0r
)

µ2

4π2h̄2(t− t0)t0
ψ(x),

where r = dist(x, (0, 0)) and r0 = dist(x0, (0, 0)).

lim
t→0

∫

R2
dx

∫ t

0
dt0

exp( iµ
2h̄

( r2

t−t0
+

r2
0

t0
))

θ − π + i ln( (t−t0)r0

t0r
)

µ2

4π2h̄2(t− t0)t0
ψ(x)

= lim
t→0

∫ t

0

µ

2πh̄t0
exp(

iµ

2h̄

r2
0

t0
)×

(
∫ π

−π

∫

R

exp( iµr2

2h̄(t−t0)
)

θ − π + i ln( (t−t0)r0

rt0
)

µ

2πh̄(t− t0)
ψ(r, θ)r dr dθ) dt0

= lim
t→0

∫ t

0

µ

2πh̄t0
exp(

iµ

2h̄

r2
0

t0
)F (t− t0) dt0,

where F (t−t0) =
∫ π
−π

∫
R

1

θ−π+i ln(
(t−t0)r0

rt0
)

µ
2πh̄(t−t0)

exp( iµr2

2h̄(t−t0)
)ψ(r, θ)r dr dθ. It

is easy to see from proposition 8 that F (s) ∈ C0([0, 1]) and that limt→t0 F (t−
t0) = 0.

lim
t→0

∫ t

0

1

t0
cos(

i

t0
)F (t− t0) dt0 = lim

t→0

∫ +∞

1/t

1

s
cos(is)F (t− 1

s
) ds =

( lim
t→∞

∫ d 1
2πt

+ 1
4
e

1/t
+

∞∑

k=d 1
2πt

+ 1
4
e

∫ π
2
+2kπ

−π
2
+2kπ

+
∫ 3π

2
+2kπ

π
2
+2kπ

)
1

s
cos(is)F (t− 1

s
) ds

= lim
t→0

∫ d 1
2πt

+ 1
4
e

1/t

1

s
cos(is)F (t− 1

s
) ds +

lim
t→0

∞∑

k=d 1
2πt

+ 1
4
e

∫ π
2
+2kπ

−π
2
+2kπ

cos(is)

(
F (t− 1

s
)

s
− F (t− 1

s−π
)

s− π

)
ds = 0. (6.16)
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Because

lim
t→0

∫ d 1
2π

+ 1
4
e

1
|1
s
F (t(1− 1

s
))| ds = 0,

and because there exists an integrable majorant, we can change the limit and
the integral. The second term

lim
t→0

∞∑

k=d 1
2πt

+ 1
4
e

∫ π
2
+2kπ

−π
2
+2kπ

| cos(is)

(
F (t− 1

s
)− F (t− 1

s−π
)

s− π
− F (t− 1

s
)π

s(s− π)

)
| ≤

lim
t→0

∫ +∞

d 1
2πt

+ 1
4
e

C

s(s− π)2
+

C

s2(s− π)2
ds = 0,

where we have used that |F (t − 1
s
) − F (t − 1

s−π
)| ≤ C| 1

s(s−π)
|, because F ∈

C0([0, 1]).

6.2 Kernel on the universal covering space in

case of two solenoid Aharonov-Bohm ef-

fect

For simplicity, we will use the following notation:

Kt(x, x0) =
∑
γ

Kγ
t (x, x0), (6.17)

where we assume that γ runs over all possible sequences (C1, C2 . . . Cn), where
dist(Ci, Ci+1) = ρ and all possible length n (will be denoted by |γ|),

Kγ
t (x, x0) =

∫

Rn+1
dtn . . . dt0δ(tn + . . . + t0 − t)V

(
x,Cn, Cn−1

tn, tn−1

)
×

V

(
Cn, Cn−1, Cn−2

tn−1, tn−2

)
× . . .× V

(
C2, C1, x0

t1, t0

)
×

Ztn(x,Cn)Ztn−1(Cn, Cn−1) . . . Zt0(C1, x0),

and γ can be also the empty sequence, in that case Kγ
t (x, x0) = Zt(x, x0). We

want to proof that Kt(x, x0) is the kernel on M̃ in the case of two solenoid
Aharonov-Bohm effect.

Let x ∈ M̃ , then D(x) = {y ∈ M̃ |χ(x, y) = 1}.The border of D(x)
consists of four halflines, each two starting in A (will be noted by ∂D(x,A))
resp. B (noted by ∂D(x,B)). If x is one of the copies of a or of b, x = C1 then
the border of D(C1) will consist of those D(C1, C) such that dist(C1, C) = ρ,
so ∂D(C1) =

⋃
C∈C,dist(C1,C)=ρ

∂D(C1, C).
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Remark 9. If G = {x ∈ R2, r > 0, θ ∈ (−π, π)} then on the border

∂

∂−→n = ± ∂

r∂θ
, (6.18)

θ = ±π and −→n is the normalized vector.

Remark 10. If G is an open set with piecewise smooth boundary and f ∈
C2(G)∩C2(M̃ −G)∩C1(M −G)∩C1(G) then in the sense of distributions

∆LBf = {∆LBf}+ [
∂f

∂−→n ]∂Gδ∂G +
∂

∂−→n ([f ]∂Gδ∂G). (6.19)

We will verify that (6.4) is the kernel on the universal covering space in
two steps:

(
ih̄∂t +

h̄2

2µ
∆LB

)
Kt(x, x0) = 0, for (t, x) ∈ (0,∞)× M̃, (6.20)

lim
t→0+

Kt(x, x0) = δ(x, x0). (6.21)

Verification of (6.20):

Proof for |γ| = 0:

Then γ = ().
(

ih̄∂t +
h̄2

2µ
∆LB

)
K̃

()
t (x, x0) = 0, (6.22)

for x ∈ D(x0). Moreover

∂

∂−→n Zt(x, x0) = 0 (6.23)

for x ∈ ∂D(x0), because Zt(x, x0) does not depend on the angle.
So

(
ih̄∂t +

h̄2

2µ
∆LB

)
K̃

()
t (x, x0)

=

{(
ih̄∂t +

h̄2

2µ
∆LB

)
K̃

()
t (x, x0)

}

− h̄2∂

2µ∂−→n K̃
()
t (x, x0)δ∂G − h̄2∂

2µ∂−→n (K
()
t (x, x0)δ∂D(x0))

= − h̄2∂

2µ∂−→n (K
()
t (x, x0)δ∂D(x0)) = T1.

52



Proof for |γ| = 1:

Hence γ = (C), C ∈ C. We have

Kγ
t (x, x0) =

∫

R
V

(
x,C, x0

t− s, s

)
Zt−s(x,C)Zs(C, x0) ds

=
µ

4π2ih̄
χ(x,C)χ(C, x0)

∫ t

0


 1

θ − π + i ln( (t−s)r0

sr
)
− 1

θ + π + i ln( (t−s)r0

sr
)


×

1

(t− s)s
exp(

iµ

2h̄
(

r2

t− s
+

r2
0

s
)) ds,

where r = dist(x,C), r0 = dist(C, x0), θ = 6 x0Cx. From one solenoid case,
we already know, that just the boundary terms will occur in the final term.
The boundary will occur from derivation of χ(x,C) and from the singularities
in 1

θ−π+i ln(
(t−s)r0

sr
)
, resp. 1

θ+π+i ln(
(t−s)r0

sr
)
:

(ih̄∂t +
h̄2

2µ
∆LB)Kγ

t (x, x0) = T2 + T3, (6.24)

where

T2 =
h̄2∂

2µ∂−→n
(
Kγ′

t (x, x0)δ∂D(x0,C)

)
(6.25)

and

T3 = − h̄2

2µ

(
∂

∂−→n Kγ
t (x, x0)

)
δ∂D(G) − h̄2∂

2µ∂−→n
(
Kγ

t (x, x0)δ∂D(C)

)
. (6.26)

The formula for T3 follows directly from the generalized equation for ∆LB.
Using the formula for the one solenoid case (6.13) we obtain the final term
(T2) coming from the singularities:

(ih̄∂t +
h̄2

2µ
(∂2

r +
1

r
∂r +

1

r2
∂2

θ ))×
−iµ

4h̄π2

∫ t

0
[

1

θ − π + i ln( (t0−t)r1

t0r2
)
− 1

θ + π + i ln( (t0−t)r1

t0r2
)
]×

1

(t0 − t)t0
exp(

iµ

2h̄t
(

r2

t0 − t
+

r2
0

t0
)) dt0

=
ih̄

4r2tπ
exp

(
iµ

2h̄t
(r + r0)

2
)

(δ′(θ − π)− δ′(θ + π)), (6.27)
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considering only the cases for which χ(C, x0) = 1. For θ = ±π we have
r + r0 = dist(x, x0) so after these substitutions one obtains the term:

T2 =

χ(C, x0)
ih̄

4r2πt

∂

∂θ

(
exp

(
iµ

2h̄t
dist(x, x0)

2
)

(δ(θ − π)− δ(θ + π))
)

=
h̄2

2µ

∂

∂−→n
(
Kγ′

t (x, x0)δ∂D(x0,C)

)
, (6.28)

where

Kγ′
t (x, x0) = χ(x, x0)

µ

2h̄πit

(
exp

(
iµ

2h̄t
dist2(x, x0)

))
, γ′ = (). (6.29)

Proof for |γ| ≥ 2:

γ = (C1, C2, . . . , Cn), n ≥ 2, γ′ = (C1, C2, . . . , Cn−1). Then

Kγ
t (x, x0)

=
∫

Rn
dtn−1 . . . dt0V

(
x,Cn, Cn−1

t− τ, tn−1

)
Z(t− τ, x, Cn)Fγ(t0, . . . , tn−1, x0)

=
1

2π
χ(x,Cn)

∫

Rn
dtn−1 . . . dt0 ×


 1

θ − π + i ln
(

(t−τ)ρ
tn−1r

) − 1

θ + π + i ln
(

(t−τ)ρ
tn−1r

)



1

t− τ
exp

(
ir2

t− τ

)
Fγ(t0, . . . , tn−1, x0),

where τ = tn−1 + . . . + t0, r = dist(x,Cn), θ = 6 Cn−1Cnx, C0 = x0 and

Fγ(t0, . . . , tn−1, x0) =
n−2∏

j=0

V (
Cj+2, Cj+1, Cj

tj+1, tj
)

n−1∏

j=0

Ztj(Cj+1, Cj). (6.30)

Applying
(
ih̄∂t + h̄2

2µ
∆LB

)
on Kγ

t (x, x0) we obtain several boundary terms
from derivation of the singularities as in the previous case and from the
discontinuity on the boundary of D(x,Cn).

Using the identity

(
ih̄∂t +

h̄2

2µ
∆LB

)
1

θ − π + i ln
(

(t−τ)r0

τr

) 1

t− τ
exp

(
iµr2

2h̄(t− τ)

)
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=
h̄2π

µr2
exp

(
iµr2

2h̄(t− τ)

)
×

(
δ

(
t− (r + r0)τ

r0

)
δ′(θ)− i

τr

r0

δ′
(
t− (r + r0)τ

r0

)
δ(θ)

)
, (6.31)

and the substitution τ ′ = tn−2 + . . . + t0, we obtain

(
ih̄∂t +

h̄2

2µ
∆LB

)
Kγ

t (x, x0) = M1 + M2 + M3 + M4, (6.32)

where

M1 = − h̄2

2µ

(
∂

∂−→n Kγ
t (x, x0)

)
δ∂D(Cn) − h̄2∂

2µ∂−→n (Kγ
t (x, x0)δ∂D(Cn)),

M2 =
h̄2ρ

2µr2(r + ρ)

∫

Rn
dtn−1 . . . dt0 exp

(
iµr2

2h̄(t− τ)

)
Fγ(t0, . . . , tn−1, x0)×

δ

(
tn−1 − ρ(t− τ ′)

r + ρ

)
δ′(θ − π),

M3 =
h̄2ρ

2µr2(r + ρ)

∫

Rn
dtn−1 . . . dt0 exp

(
iµr2

2h̄(t− τ)

)
Fγ(t0, . . . , tn−1, x0)×

irtn−1

(r + ρ)
δ′(tn−1 − ρ(t− τ ′)

r + ρ
)δ(θ − π),

M4 =
h̄2ρ

2µr2(r + ρ)

∫

Rn
dtn−1 . . . dt0 exp

(
iµr2

2h̄(t− τ)

)
Fγ(t0, . . . , tn−1, x0)×

δ(tn−1 − ρ(t− τ ′)
r + ρ

)δ′(θ + π),

M5 =
h̄2ρ

2µr2(r + ρ)

∫

Rn
dtn−1 . . . dt0 exp

(
iµr2

2h̄(t− τ)

)
Fγ(t0, . . . , tn−1, x0)×

irtn−1

r + ρ
δ′(tn−1 − ρ(t− τ ′)

r + ρ
)δ(θ + π).

In the following we will use the identities:

• For tn−1 = ρ t−τ ′
r+ρ

and θ = ±π:

t− τ =
r(t− τ ′)

r + ρ
(6.33)
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• For tn−1 = ρ t−τ ′
r+ρ

and θ = ±π:

ρ

r + ρ
exp

(
iµr2

2h̄(t− τ)

)
µ

2πih̄tn−1

exp

(
iµρ2

2h̄tn−1

)

=
µ

2πih̄(t− τ ′)
exp

(
iµ(r + ρ)2

2h̄(t− τ ′)

)
= Z(t− τ ′, x, Cn−1). (6.34)

• For tn−1 = ρ t−τ ′
r+ρ

and θ = ±π:

V

(
Cn, Cn−1, Cn−2

ρ
r+ρ

s2, s1

)
= V

(
x,Cn−1, Cn−2

s2, s1

)
. (6.35)

•
∂

∂s

(
exp

(
iµr2

2h̄(t− τ ′ − s)

)
exp

(
iµρ2

2h̄s

))
|
s=

ρ(t−τ ′)
r+ρ

= 0

and

exp

(
iµr2

2h̄(t− τ ′ − s)

)
exp

(
iµρ2

2h̄s

)
|
s=

ρ(t−τ ′)
r+ρ

= exp

(
iµ(r + ρ)2

2h̄(t− τ ′)

)
.(6.36)

• For θ = π:

∂

∂s
V

(
Cn, Cn−1, Cn−2

s, tn−2

)
|
s=

ρ(t−τ ′)
r+ρ

=
i(r + ρ)

ρ(t− τ ′)
∂

∂θ′
V

(
x,Cn−1, Cn−2

t− τ ′, tn−2

)
.

Then

M2 =
h̄2

2µr

∂

∂θ

(1

r
δ(θ − π)

∫

Rn−2
dtn−2 . . . dt0Zt−τ ′(x,Cn−1)×

V (
x, Cn−1, Cn−2

t− τ ′, tn−2
)× Fγ′(t0, . . . , tn−2, x0)

)

=
h̄2

2µ

∂

∂−→n (Kγ′
t (x, x0)δ∂D(Cn−1,Cn+)) (6.37)

and similarly

M4 =
h̄2

2µ

∂

∂−→n (Kγ′
t (x, x0)δ∂D(Cn−1,Cn−)). (6.38)
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M3 =
h̄2ρ

2µπ(r + ρ)2
δ(θ − π)

∫

Rn−1
dtn−1 . . . dt0 ×

∂

∂s
( exp

(
iµr2

2h̄(t− τ ′ − s)

)
exp

(
iµρ2

2h̄s

)
×

V

(
Cn−1, Cn−2, Cn−3

s, tn−2

)
F ′

γ(t0, . . . , tn−2, x0))|s= ρ(t−τ ′)
r+ρ

= − h̄2

2µ

µ

2πih̄(t− τ ′)
1

r(r + ρ)
δ(θ − π)

∂

∂θ′
×

( ∫

Rn−1
dtn−1 . . . dt0 exp

(
iµ(r + ρ)2

2h̄(t− τ ′)

)
×

V

(
x,Cn−1, Cn−2

t− τ ′, tn−2

)
Fγ′(t0, . . . , tn−2, x0)

)

=
h̄2

2µ
δ∂D(Cn−1,Cn+)

∂

∂−→n Kγ′
t (x, x0). (6.39)

Similarly

M5 =
h̄2

2µ
δ∂D(Cn−1,Cn−)

∂

∂−→n Kγ′
t (x, x0). (6.40)

Finally

(
ih̄∂t +

h̄2

2µ
∆LB

)
Kγ

t (x, x0)

= − h̄2

2µ

(
∂

∂−→n Kγ
t (x, x0)

)
δ∂D(Cn) − h̄2∂

2µ∂−→n (Kγ
t (x, x0)δ∂D(Cn)) +

h̄2

2µ
δ∂D(Cn−1,Cn)

∂

∂−→n Kγ′
t (x, x0) +

h̄2

2µ

∂

∂−→n (Kγ′
t (x, x0)δ∂D(Cn−1,Cn)). (6.41)

Finally,

(
ih̄∂t +

h̄2

2µ
∆LB

)
Kt(x, x0)

=
∑

n≥2,|γ|=n

[
− h̄2

2µ

(
∂

∂−→n Kγ
t (x, x0)

)
δ∂D(Cn) − h̄2∂

2µ∂−→n (Kγ
t (x, x0)δ∂D(Cn)) +
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h̄2

2µ
δ∂D(Cn−1,Cn)

∂

∂−→n Kγ′
t (x, x0) +

h̄2

2µ

∂

∂−→n (Kγ′
t (x, x0)δ∂D(Cn−1,Cn))

]
+

∑

|γ|=1

[ h̄2∂

2µ∂−→n
(
Kγ0

t (x, x0)δ∂D(x0,C)

)
− h̄2

2µ

(
∂

∂−→n Kγ1
t (x, x0)

)
δ∂D(G) −

h̄2∂

2µ∂−→n
(
Kγ1

t (x, x0)δ∂D(C)

) ]
− h̄2∂

2µ∂−→n (K
()
t (x, x0)δ∂D(x0)) = 0,

where we have used that

δ∂D(x0) =
⋃

C∈C,χ(x0,C)=1

δ∂D(x0,C) (6.42)

and that

∂D(C) =
⋃

X∈C,dist(C,X)=ρ

∂D(C, X). (6.43)

6.3 Kernel in case of two solenoid Aharonov-

Bohm effect

Applying the Schulman ansatz to the kernel on M̃

Kt(x, x0) =
∑

γ,n≥0

∫

Rn+1
dtn . . . dt0δ(tn + . . . + t0 − t)V

(
x,Cn, Cn−1

tn, tn−1

)
×

V

(
Cn, Cn−1, Cn−2

tn−1, tn−2

)
× . . .× V

(
C2, C1, x0

t1, t0

)
×

Ztn(x,Cn)Ztn−1(Cn, Cn−1)× . . .× Zt0(C1, x0),

we obtain

∑

g∈Γ

Λ(g−1, y)Kt(g.x, x0)

=
∑

g∈Γ

∑

γ,n≥0

∫

Rn+1
dtn . . . dt0δ(tn + . . . + t0 − t)Λ(g−1, y)×

V

(
g.x, Cn, Cn−1

tn, tn−1

)
V

(
Cn, Cn−1, Cn−2

tn−1, tn−2

)
× . . .× V

(
C2, C1, x0

t1, t0

)
×

Ztn(g.x, Cn)Ztn−1(Cn, Cn−1)× . . .× Zt0(C1, x0).

The group Γ has two generators, ga rotation around the point a and gb

rotation around the point b. χ(g.x, Cn), where Cn is the copy of the point a,
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is non-null if and only if g = gn
a , n ∈ Z and similarly with the copies of b. So

the sum reduces to

∑

γ,n≥0

∑

m∈Z

∫

Rn+1
dtn . . . dt0δ(tn + . . . + t0 − t)Λ(g−m

Cn
, y)×

V

(
gm

Cn
.x, Cn, Cn−1

tn, tn−1

)
V

(
Cn, Cn−1, Cn−2

tn−1, tn−2

)
× . . .× V

(
C2, C1, x0

t1, t0

)
×

Ztn(gm
Cn

.x, Cn)Ztn−1(Cn, Cn−1)× . . .× Zt0(C1, x0).

Using the equalities

∑

k∈Z

exp(2πiαk)
(

1

θ + 2kπ − π + is
− 1

θ + 2πk + π + is

)

= − sin(πα)
∫

dτ
exp((θ + is)τ)

sin(π(α + iτ))
(6.44)

and

∫ ∞

−∞
dτ

exp((θ + is)τ)

sin(π(α + iτ))
= 2

exp(−α(s− iθ))

1 + exp(−s + iθ)
, 0 < α < 1, |θ| < π, (6.45)

one obtains the formula for the kernel of the Aharonov-Bohm effect with
two solenoids on the space of Λ equivariant functions. For simplicity, we use
only one dimensional unitary representation:

Λ(ga) = exp(2πiα), Λ(gb) = exp(2πiβ).

If we want to write the result on the fundamental domain D without using
the copies of a, b, we sum the result over are possible sequences γ, such that
its projection on the manifold D is the same.

We thus obtain the final result:

Ky
t (x, x0) =





1
exp(2πiα)
exp(2πiα)





µ

2πih̄t
exp(iµ|x− x0|2/2h̄t)− sin(πα)

π
×

∫ ∞

−∞
ds

µ

2πih̄t
exp[iµ(r2 + r2

0 + 2rr0 cosh(s))/2h̄t]
exp(−α(s− iΘ))

1 + exp(−s + iΘ)
+





1
exp(2πiβ)
exp(2πiβ)





µ

2πih̄t
exp(iµ|x− x0|2/2h̄t)− sin(πβ)

π
×

∫ ∞

−∞
ds

µ

2πih̄t
exp[iµ(r2 + r2

0 + 2rr0 cosh(s))/2h̄t]
exp(−β(s− iΘ))

1 + exp(−s + iΘ)
−
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µ

2πih̄t
exp(

iµ

2h̄t
dist(x, x0)) +

µ

2πih̄

∑

γ,n≥2

(−1)n
∫ ∞

0

dtn
tn

. . .
∫ ∞

0

dt0
t0

δ(tn + . . . + t0 − t)×

exp

(
iµ

2h̄

(
r2
n

tn
+ . . . +

r2
0

t0

))
Sγ(s, ϕ, ϕ0),(6.46)

Sγ(s, ϕ, ϕ0) =
sin(πσn)

π

exp[−σn(sn − iϕ)]

1 + exp(−sn + iϕ)

sin πσn−1

π

exp(−σn−1sn−1)

1 + exp(−sn)

× . . .× sin(πσ1)

π

exp[−σ1(s1 − iϕ0)]

1 + exp(−s1 + iϕ0)
,(6.47)

where sj = ln(tjrj−1/tj−1rj), 1 ≤ j ≤ n, (rn, ϕ), (r0, ϕ0) are the polar coordi-
nates of x, x0 with respect to the center cn, c1, γ runs over all finite sequences
γ = {cn, . . . , c1}, cj = a or b, cj 6= cj+1, σ = α ir σ = β provided cj = a or
cj = b. The value in the composite brackets depends on whether Φ = ϕ−ϕ0

belongs to the interval (−π, π) or (π, 2π) or (−2π,−π).
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Summary

One of the possibilities how to describe quantum mechanics on non-simply
connected manifold is to use the Hilbert space of equivariant functions. In
this work, there is mainly investigated the proof of the Schulman ansatz,
which allowes to derive the kernel of the propagator in this case. For this pur-
pose, the generalize Bloch analysis is formulated and all necessary theorems
are proved in case of locally linearly connected manifolds with the fundamen-
tal group of Type I. In this case, von Neumann integral decomposes the left
regular representation to blocks of equivalent irreducible representations and
the Peter-Weyl Plancherel theorem gives the relation between square inte-
grable functions on the group and Hilbert-Schmidt operators defined on the
Hilbert spaces corresponding to the irreducible representations. This theo-
rem is necessary for the construction of the Bloch analysis. In the case of
locally compact groups of Type I, the inverse Fourier-Stieltejes transforma-
tion can be defined and using this mapping I proved the Schulman ansatz
with the generalized assumptions.

If we do not suppose that the group is of Type I, several properties are not
valid: irreducible representations of such group are not finite dimensional,
Peter-Weyl Plancherel theorem holds, but not necessarily only irreducible
representations are present in the decompositions, Fourier transformations
gives the relation between the L2(Γ) and the operators, where the generalized
trace can be defined, but generally it is not the ordinary trace which is used
in the proof of the theorems of Bloch analysis. Even though, we may suppose,
that generalized Bloch analysis may be formulated for some special cases of
group, which are not of Type I and in similar cases, Schulman ansatz may
be used.

On the example of Aharonov-Bohm effect with two solenoids we can see
the use of Schulman ansatz which brings the result very quickly in case of
knowledge of the kernel of the propagator defined on L2(M̃). Nevertheless
this knowledge is the limitative factor of this method.
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[Sto1] P. Št’ov́ıček: The Green Function for the Two-Solenoid Aharonov-
Bohma Effect, Phys. Lett. A 142,5-10 (1989)

[Sto2] P. Št’ov́ıček: Krein’s formula approach to the multisolenoid Aharonov-
Bohm effect, Journal of Mathematical Physics, Vol. 32 (1991)

[Spr] Encyclopaedia of Mathematics, Springer-Verlag, (2002)

[Tho] E. Thoma: Uber unitare Darstellungen abzahlbarer, diskreter Grup-
pen, Math. Annalen 153, p.11-138 (1964)

63


