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#### Abstract
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#### Abstract

: This work analysis quantum mechanics in multiply connected spaces. The decomposition of left regular representations to irreducible representation is discussed. This decomposition is made using the von Neumann direct integral. Using this decomposition with respect to the center of the algebra generated by the left regular representation, the generalized Peter-Weyl Plancherel theorem is formulated. It is shown, that the Bloch analysis may be generalized to the multiply connected and locally linearly connected manifolds with the fundamental group of Type I. In case of multiply connected manifolds, Schulman ansatz may be used to compute the kernel of the propagator on the Hilbert space of equivariant functions. This formula is discussed and is proved in case of the previous assumptions.
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## Introduction

Quantum mechanics on non-simply connected manifolds covers a large group of quantum models where the quantum properties of the systems are observable. There exists more than one equivalent model, how to describe the quantum mechanics on non-simply connected manifolds, some of them are discussed in [Koc1]. The Hilbert space of $\Lambda$-equivariant functions, where $\Lambda$ is a unitary representation of the fundamental group, defined on the universal covering $\tilde{M}$ of the manifold $M$ is used in one of them. Schulman ansatz proposes the straightforward connection between the kernel of the propagator of the Hamiltonian defined on $L^{2}(\tilde{M})$ and the kernel of the propagator corresponding to formally the same Hamiltonian acting on $\Lambda$-equivariant functions. The advantage of this processus is that in some cases, it is easier to find the kernel of the propagator on the simply-connected manifold $\tilde{M}$ than in case of $\Lambda$-equivariant functions. The aim of this work was to prove the Schulman ansatz not only formally and to discuss its field of validity.

In the first chapter the basic definitions and theorems are pointed out, mainly those which will be used in the following parts of this thesis.

If the fundamental group is not abelian or finite, von Neumann direct integral is used to find the irreducible representations of the fundamental group of the configuration manifold. In the second chapter, the main theorems are discussed and some of the properties are mentioned. In case of general group, we may obtain the infinite dimensional irreducible representation and some of the properties valid for the abelian or finite groups are not satisfied. But still the Fourier-Stieltjes transformation can be defined and the generalize Peter-Weyl Plancherel theorem holds.

Fourier-Stieltjes transformation for general locally compact group is defined in the third chapter, in case of abelian groups and the construction of the Plancherel measure is discussed.

The following two chapters are the main chapters of this work. In both of them, the assumption that the fundamental group is of Type I is made. This property is necessary if we want to formulate the Peter-Weyl Plancherel with the irreducible unitary representations. In the fourth chapter I gener-
alized the Bloch analysis, ordinary done for abelian groups, to the locally compact groups of Type I. Also the term of unitary equivariant function is generalized in case of irreducible representation (in case of abelian groups, only the representation of the dimension 1 occurs) and also the definition of the Hamiltonian on such spaces is discussed and the decomposition of such operator with respect to the von Neumann direct integral to the unitary equivariant function is made.

The fifth chapter follows the theory of generalized Bloch analysis and using the inverse Fourier-Stieltjes transformation Schulman ansatz is formulated and proved in models, where the configuration spaces are the manifolds with the locally compact fundamental group of Type I.

The last chapter describes the well known Aharonov-Bohm effect with two solenoids. Finally the Schulman ansatz is used to find the kernel of the free propagator of this model.
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## Chapter 1

## Basic Definitions

### 1.1 Covering space

Definition 1 (Path and homotopy class, [Hat] chapter 1.1). Path in a space $X$ is a continuous map $f:[0,1] \rightarrow X$. A homotopy of paths in $X$ is a family $f_{t}:[0,1] \rightarrow X, 0 \leq t \leq 1$, such that

- the endpoints $f_{t}(0)=x_{0}$ and $f_{t}(1)=x_{1}$ are independent of $t$
- the associated map $F: I \times I \rightarrow X$ defined by $F(s, t)=f_{t}(s)$ is continuous

When two paths $f_{0}$ and $f_{1}$ are connected in this way by a homotopy $f_{t}$, they are said to be homotopic. This property will be denoted by $f_{0} \simeq f_{1}$.

Proposition 1 ([Hat] proposition 1.2). The relation of homotopy of paths with fixed endpoints is an equivalence relation.

Definition 2. Composition of two paths $f, g:[0,1] \rightarrow X$, such that $f(1)=$ $g(0)$ is defined by the formula

$$
f \circ g(s)=\left\{\begin{array}{cc}
f(2 s) & 0 \leq s \leq \frac{1}{2} \\
g(2 s-1) & \frac{1}{2} \leq s \leq 1
\end{array}\right.
$$

Path with the same starting and ending point $f(0)=f(1)=x_{0}$ are called the loops, $x_{0}$ is called the basepoint.

Definition 3 (Fundamental group, [Hat] proposition 1.3). Let $f$ be a path in a space $X$. Set of all homotopy classes $[f]$ of loops at the base point $x_{0}$ is called the fundamental group of $X$ and is denoted by $\pi_{1}\left(X, x_{0}\right)$.

If $X$ is path-connected, the group $\pi_{1}\left(X, x_{0}\right)$ is, up to isomorphism, independent of the choice of the basepoint $x_{0}$. In this case the notation $\pi_{1}\left(X, x_{0}\right)$ is often abbreviated to $\pi_{1}(X)$.

Definition 4 ([Hat] proposition 1.6). A space is called simply-connected if it is path-connected and its fundamental group is trivial. A space is called multiply-connected if it is path-connected and its fundamental group is not trivial.

Definition 5 ([Hat] chapter 1.3). A covering space of a space $X$ is a space $\tilde{X}$ together with a map $p: \tilde{X} \rightarrow X$ satisfying the following condition: There exists an open cover $\left(U_{\alpha}\right)$ of $X$ such that for each $\alpha, p^{-1}\left(U_{\alpha}\right)$ is a disjoint union of open sets in $\tilde{X}$, each of which is mapped by p homomorphically onto $U_{\alpha}$.

Definition 6. Two covering spaces $\left(\tilde{X}_{0}, p_{0}\right),\left(\tilde{X}_{1}, p_{1}\right)$ are isomorphic if there exists a homeomorphism $f: \tilde{X}_{0} \rightarrow \tilde{X}_{1}$ such that $p_{1} \circ f=p_{0}$.

Proposition 2. A covering space of a connected, locally path-connected topological space is connected.

Definition 7 (Universal covering). Universal covering of $X$ is $\left(\tilde{X}, \pi, x_{0}\right)$ where $\tilde{X}=\left\{\left(x_{1}, \gamma\right) / \sim\right.$, where $\gamma$ is a path from $x_{0}$ to $\left.x_{1} \in X\right\}$ and $\left(x_{1}, \gamma_{1}\right) \sim$ $\left(x_{2}, \gamma_{2}\right)$ if and only if $x_{1}=x_{2}$ and $\gamma_{1} \cdot \gamma_{2}^{-1}$ is homotopically equivalent to $a$ point, $\pi: \tilde{X} \rightarrow X$ defined by $\pi((x, \gamma))=x$.

Proposition 3. The universal covering manifold $\tilde{X}$ is a principal fibre bundle over $X$ with group $\pi_{1}\left(X, x_{0}\right)$ and projection $\pi$.

Proposition 4. The universal covering space of a connected manifold $X$ is simply connected, and it is the only one covering space of $X$ with this property (up to an isomorphism).
Definition 8. A fundamental domain $D$ of $\tilde{X}$ is a simply connected domain of $X$ such that $\pi^{-1}(D)=\tilde{X}$ up to zero set measure and $g . D \cap D=\emptyset, g \neq 1$, $g \in \pi_{1}(X)$.

Definition 9 (Induced homeomorphism). Let $p: X \rightarrow Y$ be a continuous map, $y_{0} \in Y, x_{0} \in X$ base points such that $y_{0}=p\left(x_{0}\right)$. Then $p$ induces a homomorphism $p_{*}: \pi_{1}\left(X, x_{0}\right) \rightarrow \pi_{1}\left(Y, y_{0}\right)$ defined by composing loops $f$ : $I \rightarrow X$ based at $x_{0}$ with $p$, it means $p_{*}[f]=[p \circ f]$.

### 1.2 Properly discontinuous action

Definition 10 (properly discontinuous 1, [Hat] p. 72). Let $\Gamma$ be a group. Action of the group on a manifold $X$ is called properly discontinuous, if $\forall x \in X$ there exists a neighborhood $U$ such that for varying $g \in \Gamma$ all the images $g . U$ are disjoint, it means that $g_{1} \cdot U \cap g_{2} \cdot U \neq 0$ implies $g_{1}=g_{2}$.

Definition 11 (properly discontinuous 2, [Hat] p. 73). Action of the group $\Gamma$ on $X$ is called properly discontinuous if for every point $x \in X$ there exists a neighborhood $U$ such that $U \cap$ g. $U$ is nonempty only for finitely many $g \in \Gamma$.

Proposition 5. If $\Gamma$ acts freely, then the previous two definitions are equivalent.
Definition 12. Let $p: \tilde{X} \rightarrow X, \tilde{X}$ be a covering of $X . G(\tilde{X}, p, X)$ is a group defined by
$G(\tilde{X}, p, X)=\{h: \tilde{X} \rightarrow \tilde{X}, h$ is a homeomorphism such that $p \circ h=p$,
Proposition $6([\mathrm{Koz}])$. If $p_{*} \pi_{1}\left(\tilde{X}, \tilde{x}_{0}\right)$ is normal subgroup of $\pi_{1}\left(X, x_{0}\right)$ then

$$
G(\tilde{X}, p, X) \cong \pi_{1}\left(X, x_{0}\right) / p_{*} \pi_{1}\left(\tilde{X}, \tilde{x}_{0}\right)
$$

where $x_{0}=p\left(\tilde{x}_{0}\right)$.
If we take as $\tilde{X}$ the universal covering of $X$, because it is simply connected ( $\pi_{1}\left(\tilde{X}, \tilde{x}_{0}\right)$ is trivial) $p_{*} \pi_{1}\left(\tilde{X}, \tilde{x}_{0}\right)$ is also trivial, so normal and $G(\tilde{X}, p, x)$ is isomorphic to $\pi_{1}(X, x)$.
Theorem 1 ([Koz]). If $\tilde{X}$ is connected and locally linearly connected, then the action of the group $G(\tilde{X}, p, X)$ on $\tilde{X}$ is properly discontinuous.

As a direct corollary one obtains that if the universal covering space is connected and locally linearly connected, then the action of $\pi_{1}(X, x)$ is properly discontinuous. So a sufficient requirement is $X$ connected and locally linearly connected.

### 1.3 Quadratic form

Definition 13 (quadratic form). Let $\mathcal{H}$ be a Hilbert space. A quadratic form is a map $q: Q(q) \times Q(q) \rightarrow C$, where $Q(q)$ is a dense linear subset of $\mathcal{H}$ called the form domain, such that $q(., \psi)$ is conjugate linear, $q(\varphi,$.$) is linear$ for $\varphi, \psi \in Q(q), q$ is symmetric if $q(\varphi, \psi)=\overline{q(\psi, \varphi)}$. If $q(\varphi, \varphi) \geq 0$ for all $\varphi \in Q(q)$ then $q$ is called positive. If there exists $M$ such that $q(\varphi, \varphi) \geq$ $-M\|\varphi\|^{2}$ then $q$ is semibounded.

Definition 14. Let $q$ be a semibounded quadratic form, $q(\psi, \psi) \geq-M\|\psi\|^{2}$. $q$ is called closed if $Q(q)$ is complete under the norm

$$
\begin{equation*}
\|\psi\|_{+1}=\sqrt{q(\psi, \psi)+(M+1)\|\psi\|^{2}} \tag{1.1}
\end{equation*}
$$

where $\|$.$\| is the norm generated by the scalar product. If q$ is closed and $D \subset Q(q)$ is dense in $Q(q)$ in the $\|.\|_{+1}$ norm, then $D$ is called a form core for $q$.

Remark 1: $\|\cdot\|_{+1}$ comes from the inner product

$$
\begin{equation*}
(\psi, \varphi)_{+1}=q(\psi, \varphi)+(M+1)(\psi, \varphi) . \tag{1.2}
\end{equation*}
$$

Proposition 7. $q$ is closed if and only if for $\forall \psi_{n} \in Q(q)$, such that $\psi_{n} \rightarrow \psi$ and $q\left(\psi_{n}-\psi_{m}, \psi_{n}-\psi_{m}\right) \rightarrow 0$ for $n, m \rightarrow \infty$, then $\psi \in Q(q)$ and $q\left(\psi_{n}-\right.$ $\left.\psi, \psi_{m}-\psi\right) \rightarrow 0$.

Theorem 2 ([Ree]). If $q$ is a closed semibounded quadratic form, then $q$ is the quadratic form of a unique self-adjoint operator.

Theorem 3 (the Fridrichs extension). Let $A$ be a positive symmetric operator and let $q(\varphi, \psi)=(\varphi, A \psi)$ for $\varphi, \psi \in \operatorname{Dom}(A)$. Then $q$ is a closable quadratic form and its closure $\bar{q}$ is the quadratic form of a unique self-adjoint operator $\bar{A} . \bar{A}$ is a positive extension of $A$, and the lower bound of its spectrum is the lower bound of $q$. Further, $\bar{A}$ is the only self-adjoint extension of $A$ whose domain is contained in the form domain of $\bar{q}$.

Remark: It is sufficient for $A$ to be bounded from below.

### 1.4 Theory of irreducible representations

Definition 15 ([Ross1] definition 21.1). Let $\Gamma$ be a group. A map $g \rightarrow V(g)$, where $g \in \Gamma$ and $V(g)$ are unitary operators on a Hilbert space $\mathcal{H}$, is called unitary representation of $\Gamma$ if

$$
\begin{align*}
V(g) V\left(g^{\prime}\right) & =V\left(g \cdot g^{\prime}\right) \\
V(1) & =I . \tag{1.3}
\end{align*}
$$

This representation is called irreducible if $\{0\}$ and $\mathcal{H}$ are the only closed subspaces of $\mathcal{H}$ that are invariant under the operators $V(g)$ for all $g \in \Gamma$.

Definition 16 ([Fou] chapter 2.1). If $V$ is a representation of $\Gamma$, its character $\chi_{V}$ is the complex-valued function on the group defined by

$$
\begin{equation*}
\chi_{V}(g)=\operatorname{tr}(V(g)) . \tag{1.4}
\end{equation*}
$$

In particular $\chi_{V}\left(h g h^{-1}\right)=\chi(g)$.
Definition 17. Let $\Gamma$ be a locally compact group. Let $\mathcal{V}(\Gamma)$ be the set of all continuous irreducible unitary representations $V$ of $\Gamma$. Let us factorize this set by the equivalence defined by linear isometries of the representations. This set will be denoted by $\hat{\Gamma}$ and we will call it the dual object of $\Gamma$. Each $V \in \hat{\Gamma}$ is a set of representation of $\Gamma$ equivalent to some fixed representation.

Definition 18 ([Ross1] definition 24.1). For fixed $g \in \Gamma$, let $g^{\prime}$ be the function on $\hat{\Gamma}$ such that

$$
\begin{equation*}
g^{\prime}(V)=V(g) \tag{1.5}
\end{equation*}
$$

for all $V \in \hat{\Gamma}$ and let $\tau$ be the mapping

$$
\begin{equation*}
\tau(g)=g^{\prime} \tag{1.6}
\end{equation*}
$$

Let $\hat{\hat{\Gamma}}$ be the dual object of $\hat{\Gamma}$. In the case of abelian groups, $\hat{\hat{\Gamma}}$ is called the second character group of $\Gamma$.

Theorem 4 ([Ross1] theorem 24.8). Let $\Gamma$ be a finite group. The mapping $\tau$ is a topological isomorphism of $\Gamma$ into $\hat{\Gamma}$.

Theorem 5 (Schur's lemma, [Jung] theorem 3.6). Let $V$ be a unitary representation of $\Gamma$ on $\mathcal{H}$. Suppose that $A: \mathcal{H} \rightarrow \mathcal{H}$ is a bounded linear transformation. Then $V$ is irreducible if and only if

$$
\begin{equation*}
A V(g)=V(g) A \tag{1.7}
\end{equation*}
$$

implies, that $A=\lambda I$.
Theorem 6. Let $\Gamma$ be an Abelian group. Then every irreducible representation of $\Gamma$ on the Hilbert space $\mathcal{H}$ is one dimensional.

Proof. For every element of $g \in \Gamma, g$ acts on $\mathcal{H}$ and it is a homomorphism. In case of Abelian group it is a homomorphism and it commutes with every element of $\Gamma$. Using the Schur's lemma, $g$ acts by multiple of identity. Every subspace of $\mathcal{H}$ is invariant, so $\mathcal{H}$ must be one dimensional.

Therefore in case of Abelian groups, we can identify $\hat{\Gamma}$ with the group of all characters.

Theorem 7 (Gel'fand-Raikov, [Ross1] theorem 22.12). Let $\Gamma$ be a locally compact group. For every $g \in \Gamma$ different from 1 there exists a continuous irreducible unitary representation $V$ of $\Gamma$ such that $V(g) \neq I$.

Theorem 8 ([Ross1] theorem 22.13). Every irreducible continuous representation $V$ of a compact group $\Gamma$ by unitary operators on a Hilbert space $\mathcal{H}$ is finite-dimensional.

In the next few paragraphs we will focus on the definition of Haar measure and some basic theorems about it:

Definition 19. A finitely additive measure $\lambda$ (or simply a measure $\lambda$ ) is a nonnegative extended real-valued set function defined on a ring $\mathcal{S}$ of subsets of a nonempty set $Y$ such that

- $\lambda(\emptyset)=0$
- $\lambda\left(\cup_{k=1}^{n} A_{k}\right)=\sum_{k=1}^{n} \lambda\left(A_{k}\right)$ if each $A_{k} \in \mathcal{S}$ and the $A_{k}$ 's are pairwise disjoint.

If $\lambda$ is a complex-valued set function satisfying the above properties, than $\lambda$ is called a complex measure.

Definition 20 ([Ross1] definition 11.28). Let $\Gamma$ be a group and $\lambda$ a measure on $\Gamma$. A subset $A$ of $\Gamma$ is said to be $\lambda$-measurable if for every subset $S$ of $\Gamma$, the inequality

$$
\lambda(S) \geq \lambda(S \cap A)+\lambda(S \cap(\Gamma-A))
$$

is valid.
Theorem 9 ([Ross1] theorem 11.29). Using the notation from the previous definition, the family of all $\lambda$-measurable subsets of $\Gamma$ is a $\sigma$-algebra of subsets of $\Gamma$ and the set function $\lambda$ is countably additive on the family of all $\lambda$ measurable subsets of $\Gamma$.

Theorem 10 ([Ross1] p.193). Let $\Gamma$ be a group. There exists a nonnegative, extended real-valued set function defined for all subsets of $\Gamma$, and it is a measure on the $\sigma$-algebra of all $\lambda$-measurable subsets of $\Gamma$. The set function has the following properties:

- $0<\lambda(U)$ for all nonempty sets $U$,
- $\lambda(U)<\infty$ for some open set $U$,
- $\lambda(g U)=\lambda(U)$ for all $U \subset \Gamma$ and $g \in \Gamma$ ( $\lambda$ is left invariant) .
$\lambda$ is called the left invariant Haar measure on $\Gamma$ (similarly for right invariant Haar measure).

Definition 21 ([Ross1] definition 11.1). Let $Y$ be a topological space and $\mathcal{O}$ is the family of all open subsets of $Y$, then the family of Borel sets in $Y$ is defined as the smallest $\sigma$-algebra of sets containing $\mathcal{O}$.

Theorem 11 (Uniquness of Haar measure, [Ross1] p. 126). Let $\mathcal{S}$ denote the family of Borel sets in $\Gamma$. Let $\mu$ be any measure on $\mathcal{S}$ such that:

- $\mu(F)<\infty$ if $F$ is compact,
- $\mu(U)>0$ for some open set $U$,
- $\mu(g B)=\mu(B)$ for all $B \in \mathcal{S}$ and $g \in \Gamma$,
- for every open set $U, \mu(U)=\sup \{\mu(F) \mid F$ is compact and $F \subset V\}$,
- for all $A \in \mathcal{S}, \mu(A)=\inf \{\mu(V) \mid V$ is open and $V \supset A\}$.

Then if $\lambda$ is any left Haar measure, then there is a positive number $c$ such that $\mu(B)=c \lambda(B)$ for all $B \in \mathcal{S}$.

For simplicity, we will denote the Haar measure by $\mathrm{d} g$, even thought this notation is little bit inexact.

Definition 22. Let dg be the left invariant Haar measure. Left regular representation of the group $\Gamma$ is the unitary representation acting on $L^{2}(\Gamma, d g)$ in the following way:

$$
R(g) f(h)=f\left(g^{-1} \cdot x\right), \text { for } \forall g \in \Gamma .
$$

Remark 1. In case of left invariant Haar measure $R(g)$ is an unitary representation of $\Gamma$ on the Hilbert space $L^{2}(\Gamma, d g)$.

### 1.5 Fubini theorem

Theorem 12 (Fubini). Let $(X, \mathcal{S}, \mu)$ and $(Y, \mathcal{T}, \lambda)$ be spaces with $\sigma$-finite measures and let $f$ be $\mathcal{T} \times \mathcal{S}$-measurable function on $X \times Y$. Then if $0 \leq f \leq$ $\infty$ and if

$$
\phi(x)=\int_{Y} f_{x} d \lambda, \quad \psi(y)=\int_{X} f_{y} d \mu
$$

then $\phi$ (resp. $\psi$ ) is $\mathcal{S}$-measurable (resp. $\mathcal{T}$-measurable) and

$$
\begin{equation*}
\int_{X} \phi d \mu=\int_{X \times Y} f d(\mu \times \lambda)=\int_{Y} \psi d \lambda . \tag{1.8}
\end{equation*}
$$

If $f$ is a complex function and

$$
\int_{X} \phi^{*} d \mu<\infty, \text { where } \phi^{*}(x)=\int_{Y}|f|_{x} d \lambda,
$$

then $f \in L^{1}(X \times Y)$.
Assume that $f \in L^{1}(X \times Y)$. Then up to zero measure set for all $x \in X$, $f_{x} \in L^{1}(Y)$ and up to zero measure set for all $y \in Y, f_{y} \in L^{1}(X)$. The functions $\phi$ and $\psi$ are defined almost everywhere, they are from $L^{1}(X), L^{1}(Y)$ respectively and the equation (1.8) is valid.

## Chapter 2

## Direct integral of Hilbert spaces

First of all we will give a basic definitions concerning the operator algebras and then discuss the existence of direct integral and its properties.

### 2.1 Selfadjoint and *-algebras

Definition 23 ([Bra] p. 19). Let $\mathcal{V}$ be a vector space over $C$, the space $\mathcal{V}$ is called the algebra if it is equipped with the multiplication, the multiplication must be associative and distributive. The algebra is called comumtative (abelian), if the product is commutative. A mapping * is called the adjoint operation of $A \in \mathcal{V}$ if it has the following properties:

$$
\begin{aligned}
A^{* *} & =A \\
(A B)^{*} & =B^{*} A^{*} \\
(\alpha A+\beta B)^{*} & =\bar{\alpha} A^{*}+\bar{\beta} B^{*}
\end{aligned}
$$

where $\alpha, \beta \in C$. An algebra with adjoint operation is called $a^{*}$-algebra. Subset $\mathcal{W}$ of the algebra is called selfadjoint, if $A \in \mathcal{W}$ implies that $A^{*} \in \mathcal{W}$.

The algebra is normed if there exists a norm $\|$.$\| satisfying the property:$

$$
\begin{equation*}
\|A B\| \leq\|A\|\|B\| \tag{2.1}
\end{equation*}
$$

An Algebra complete under such norm is called a Banach algebra, moreover if $\|A\|=\left\|A^{*}\right\|$, then we speak about Banach *-algebra.

A Banach ${ }^{*}$-algebra which satisfies

$$
\begin{equation*}
\left\|A A^{*}\right\|=\|A\|^{2} \tag{2.2}
\end{equation*}
$$

for $\forall A \in \mathcal{V}$ is called $C^{*}$-algebra.

### 2.2 Direct integral with respect to a weakly closed commutative self-adjoint algebra

In the following, $\mathcal{H}$ will denote a Hilbert space:
Definition 24. Let $P$ be a weakly closed commutative self-adjoint algebra of bounded operators, then $P^{\prime}$ is a weakly closed self-adjoint algebra of bounded operators which commutes with every element of $P$.

Definition 25 ([Mau1], paragraph 1). Let $s(y)$ be a distribution of a variable $y$ (a non-decreasing right-semicontinuous bounded real valued function), for $y \in Y, \mathcal{H}_{y}$ be a Hilbert space (finite or infinite dimensional). Suppose that for each $y \in Y$ the Hilbert space $\mathcal{H}_{y}$ of finite or infinite dimension $k(y)$ is given such that $k(y)$ is a s-measurable function of $y$. We call two function equivalent if they differ on a set of measure zero. The Hilbert space $\mathcal{H}$ of all equivalence classes of complex valued s-measurable functions $f_{n}(y), n=$ $1,2, \ldots, k(y)$ for which the Lesbeque-Stieltjes integral $\int_{-\infty}^{\infty} \sum_{n=1}^{k(y)}\left|f_{n}(y)\right|^{2} d s(y)$ is finite, is the generalized direct integral of the space $\mathcal{H}_{y}$ with respect to the weight function $s(y)$. We write

$$
\mathcal{H}=\int_{Y} \mathcal{H}_{y} d s(y)
$$

To every $f \in \mathcal{H}$ corresponds a vector valued function $f_{y} \in \mathcal{H}_{y}$ and we denote it by $f=\int_{Y} f_{y} d s(y)$. Furthermore one has for any two elements $f, f^{\prime} \in \mathcal{H}$

$$
\left\langle f, f^{\prime}\right\rangle=\int_{Y}\left\langle f_{y}, f_{y}^{\prime}\right\rangle_{\mathcal{H}_{y}} d s(y)
$$

An operator defined on $\mathcal{H}$ is called decomposable, if it is possible to write it in the form

$$
\begin{equation*}
A f=\int_{Y} A_{y} f_{y} d s(y), \text { for } \forall f \in \mathcal{H} \tag{2.3}
\end{equation*}
$$

Such $A$ will be denoted by $A=\int_{Y} A_{y} d s(y)$.
Because a change of $A_{y}$ on an arbitrary set of $s$-measure zero will not change $A, A$ corresponds to a class of operator valued functions $A_{y}$.

Theorem 13. Let $A, B$ be two decomposable operators, $A=\int_{Y} A_{y} d y, B=$ $\int_{Y} B_{y} d y$. Then

$$
\begin{aligned}
A+B & =\int_{Y}\left(A_{y}+B_{y}\right) d y \\
\alpha A & =\int_{Y}\left(\alpha A_{y}\right) d y
\end{aligned}
$$

In the next chapters we will deal with the decomposition of a Hilbert space with respect to a weakly closed commutative self-adjoint algebra, later with respect to the center (special case of decomposition with respect to a weakly closed commutative self-adjoint algebra). In the following, some of the main results are recalled:

Theorem 14 ([Mau1] paragraph 3, (more details in [Neu1] theorem IV)). Let $P$ be a weakly closed commutative self-adjoint algebra of bounded operators defined on $\mathcal{H}$, then there exists a direct integral $\mathcal{H}=\int_{Y} \mathcal{H}_{y} d y$, which is up to equivalence uniquely defined by the requirement, that $P$ consists of those operators, which are decomposable by $\mathcal{H}=\int \mathcal{H}_{y}$ dy in the following way: for $B \in P$,

$$
B f=\int_{Y} b_{y} f_{y} d y, \forall f \in \mathcal{H}
$$

where $b_{y}$ is essentially bounded $y$-measurable complex function.
Theorem 15 ([Neu1] theorem V). Let $\mathcal{H}=\int_{Y} H_{y} d y$ is formed with respect to $P$. Then a bounded operator $A$ is decomposable if and only if $A \in P^{\prime}$, i.e $A B=B A$ for all $B \in P$.

Similarities with the decomposition for abelian groups and for general locally compact group is explained by the following theorems:

Theorem 16 ([Mau1] theorem 1.2). Let $F$ be any self-adjoint family of bounded operators in a separable Hilbert space $\mathcal{H}$. Form with respect to any weakly closed commutative self-adjoint subalgebra $P$ of $F^{\prime}$ the direct integral $\mathcal{H}=\int_{Y} \mathcal{H}_{y} d y$. Choose for every $A \in F$ any one representative $A_{y}$ from the class of operator valued functions into which $A$ decomposes and denote the family of operators thus obtained in $\mathcal{H}_{y}$ by $F_{y}$. Then whatever the choice of representatives, almost all the $\mathcal{H}_{y}$ will be irreducible under $F_{y}$ if and only if $P$ is a maximal commutative self-adjoint subalgebra of $F^{\prime}$.

Remark 2. In case of discrete group it means that $R_{y}($.$) can be taken in$ such way, that it is the representation of $\Gamma . W_{y}$ will denote the weakly closed algebra generated by the operators $R_{y}(g)$ for varying $g \in \Gamma$.

In case of discrete groups, we can summarize that if $W$ is the weakly closed algebra generated by $R(g)$ then we can decompose $L^{2}(\Gamma)$ as in theorem 16. Further $R_{y}(g), g \in \Gamma$ form the irreducible unitary representation in $\mathcal{H}_{y}$ up to a zero measure set. This decomposition may be composed from infinite dimensional Hilbert spaces and in case of free group with two generators
almost all the Hilbert space obtained from the above decomposition will be infinite dimensional ([Mau1], p.16).

The following example illustrates the decomposition discussed in the theorem 16:

## Example: Symmetric group $S_{3}$

To illustrate the previous chapter, we use the symmetric group $S_{3}$, it's elements we will represented by the matrixes $3 \times 3$ :

$$
\begin{aligned}
& 1=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 1 & 1
\end{array}\right), a=\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 1
\end{array}\right), b=\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right), \\
& c=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right), d=\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{array}\right), e=\left(\begin{array}{lll}
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right) .
\end{aligned}
$$

Then the elements of regular representation in the above basis are:

$$
\begin{array}{ll}
R(1)=\left(\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right), ~ & R(a)=\left(\begin{array}{llllll}
0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0
\end{array}\right), \\
R(b)=\left(\begin{array}{llllll}
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0
\end{array}\right), R(c)=\left(\begin{array}{llllll}
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0
\end{array}\right), \\
R(d)=\left(\begin{array}{llllll}
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0
\end{array}\right), \quad, \quad(e)=\left(\begin{array}{llllll}
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0
\end{array}\right) .
\end{array}
$$

$R(g), g \in S_{3}$, generates the algebra $W$. This algebra can be decomposed to irreducible representations using the new basis. The transition matrix
between the bases is

$$
U=\left(\begin{array}{cccccc}
\frac{1}{6} \sqrt{6} & \frac{1}{6} \sqrt{6} & \frac{1}{6} \sqrt{6} & \frac{1}{6} \sqrt{6} & \frac{1}{6} \sqrt{6} & \frac{1}{6} \sqrt{6} \\
\frac{1}{6} \sqrt{6} & -\frac{1}{6} \sqrt{6} & -\frac{1}{6} \sqrt{6} & -\frac{1}{6} \sqrt{6} & \frac{1}{6} \sqrt{6} & \frac{1}{6} \sqrt{6} \\
1 / 3 \sqrt{3} & 1 / 3 \sqrt{3} & -\frac{1}{6} \sqrt{3} & -\frac{1}{6} \sqrt{3} & -\frac{1}{6} \sqrt{3} & -\frac{1}{6} \sqrt{3} \\
0 & 0 & -\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & -\frac{1}{2} \\
0 & 0 & -\frac{1}{2} & \frac{1}{2} & -\frac{1}{2} & \frac{1}{2} \\
1 / 3 \sqrt{3} & -1 / 3 \sqrt{3} & \frac{1}{6} \sqrt{3} & \frac{1}{6} \sqrt{3} & -\frac{1}{6} \sqrt{3} & -\frac{1}{6} \sqrt{3}
\end{array}\right) .
$$

Then the representation in the new base is

$$
\begin{gathered}
R(1)=\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right), \quad R(a)=\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & -1
\end{array}\right), \\
R(b)=\left(\begin{array}{ccccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & -\frac{1}{2} & -\frac{\sqrt{3}}{2} & 0 & 0 \\
0 & 0 & -\frac{\sqrt{3}}{2} & \frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & 0 & -\frac{1}{2} & -\frac{\sqrt{3}}{2} \\
0 & 0 & 0 & 0 & -\frac{\sqrt{3}}{2} & \frac{1}{2}
\end{array}\right), \quad R(c)=\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & -\frac{1}{2} & \frac{\sqrt{3}}{2} & 0 & 0 \\
0 & 0 & \frac{\sqrt{3}}{2} & \frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & 0 & -\frac{1}{2} & \frac{\sqrt{3}}{2} \\
0 & 0 & 0 & 0 & \frac{\sqrt{3}}{2} & \frac{1}{2}
\end{array}\right), \\
R(d)=\left(\begin{array}{ccccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & -\frac{1}{2} & -\frac{\sqrt{3}}{2} & 0 & 0 \\
0 & 0 & \frac{\sqrt{3}}{2} & -\frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & 0 & -\frac{1}{2} & -\frac{\sqrt{3}}{2} \\
0 & 0 & 0 & 0 & \frac{\sqrt{3}}{2} & -\frac{1}{2}
\end{array}\right), \quad R(e)=\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & -\frac{1}{2} & \frac{\sqrt{3}}{2} & 0 & 0 \\
0 & 0 & -\frac{\sqrt{3}}{2} & -\frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & 0 & -\frac{1}{2} & \frac{\sqrt{3}}{2} \\
0 & 0 & 0 & 0 & -\frac{\sqrt{3}}{2} & -\frac{1}{2}
\end{array}\right) .
\end{gathered}
$$

We made a decomposition of $L^{2}\left(S_{3}\right)$ with respect to a maximal commutative self-adjoint subalgebra of $W^{\prime}$. The decomposition can be written in the form

$$
\begin{gathered}
L^{2}\left(S_{3}\right) \equiv S_{3}=\operatorname{span}\left[\left(\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right)\right] \oplus \operatorname{span}\left[\left(\begin{array}{ccc}
0 & -2 & -2 \\
-2 & 0 & -2 \\
-2 & -2 & 0
\end{array}\right)\right] \oplus \\
\operatorname{span}\left[\left(\begin{array}{ccc}
1 & 1 & -2 \\
1 & 1 & -2 \\
-2 & -2 & -2
\end{array}\right),\left(\begin{array}{ccc}
1 & 1 & -2 \\
-1 & -1 & 2 \\
0 & 0 & 0
\end{array}\right)\right] \oplus \operatorname{span}\left[\left(\begin{array}{ccc}
1 & -1 & 0 \\
-1 & 1 & 0 \\
0 & 0 & 0
\end{array}\right),\left(\begin{array}{ccc}
1 & -1 & 0 \\
-2 & -1 & 0 \\
-2 & 2 & 0
\end{array}\right)\right]
\end{gathered}
$$

in the matrix representation used on the beginning of the section.

### 2.2.1 Decomposition with respect to the center

So far, we have defined a direct integral with respect to a weakly closed self-adjoint commutative algebra $P$ and summarize the properties of such
decomposition in case when $P$ is maximal such subalgebra of bounded operators. In the following, we have a self-adjoint weakly closed algebra $W$ of bounded operators defined on a Hilbert space $L^{2}(\Gamma)$ generated by $R(g)$ and we do the decomposition of $L^{2}(\Gamma)$ with respect to its center $Z$, it means with respect to the maximal self-adjoint weakly closed subalgebra of $W$ which commutes with every element of $W$ (so $Z$ is commutative weakly closed subalgebra of bounded operator and we can form the direct integral with respect of $Z$ ).

Because $W \subset Z^{\prime}$, every operator in $W$ is decomposable. If we are dealing with a finite dimensional space $\mathcal{H}$ and a self-adjoint algebra of operators in it then the component spaces, which one obtains by the decomposition with respect to its center need not be irreducible, but they correspond to blocks of equivalent irreducible representations, i.e. each of these components obtained from the decomposition with respect to $Z$ is a direct sum of irreducible spaces which transform equivalently. In case of infinite Hilbert space the situation is more complicated, the representation thus obtained need not be irreducible, even they do not generally correspond to the blocs of irreducible representation. But in case of discrete groups, the generalized trace can be defined on the spaces $W_{y}$, the generalize Fourier-Stieltjes transform can be defined on such spaces and the generalized Peter-Weyl Plancherel theorem holds (see chapter 3).

### 2.3 Generalized trace for discrete groups

Theorem 17. If $\Gamma$ is a locally compact discrete group, Then the weakly closed self adjoint algebra $W$ generated by $R(g), g \in \Gamma$ is the algebra of all bounded operators in $L^{2}(\Gamma)$ consisting of exactly those operators $A$ which are defined by a function $a(g) \in L^{2}(\Gamma)$ such that

$$
\begin{equation*}
A: x(h) \rightarrow \sum_{\Gamma} a(g) x\left(g^{-1} h\right) \tag{2.4}
\end{equation*}
$$

and which are bounded. Furthermore we can define a trace on the algebra $W$ :

$$
\begin{equation*}
\operatorname{tr}[A]=a(1), \tag{2.5}
\end{equation*}
$$

where 1 is the identity on $\Gamma$.
As it was mentioned in the previous chapter, $L^{2}(\Gamma)$ can be decomposed with respect to the center $Z$. $W$ thus decomposes to the algebras $W_{y}$. The trace of $W_{y}$ can be defined in the following way: Let $e_{1} \in L^{2}(\Gamma)$ such that
$e_{1}(g)=\delta_{1 g}$. Then $e_{1}=\int_{Y} e_{1, y} \mathrm{~d} y$. If $A \in W$ then $A=\int_{Y} A_{y} \mathrm{~d} y$. Then the trace on $W_{y}$ can be defined by

$$
\begin{equation*}
\operatorname{tr}_{y}\left[A_{y}\right]=\left\langle A_{y} e_{1, y}, e_{1, y}\right\rangle_{\mathcal{H}_{y}} \tag{2.6}
\end{equation*}
$$

This trace satisfies the following properties:

- let $A$ be a bounded operator, then for almost all $y \in Y, \operatorname{tr}_{y}\left[A_{y}\right]$ is finite,
- $\operatorname{tr}_{y}\left[A_{y}+B_{y}\right]=\operatorname{tr}_{y}\left[A_{y}\right]+\operatorname{tr}_{y}\left[B_{y}\right]$,
- $\operatorname{tr}_{y}\left[A_{y} A_{y}^{*}\right] \geq 0$, because $\operatorname{tr}_{y}\left[A_{y} A_{y}^{*}\right]=\left\langle A_{y} A_{y}^{*} e_{1, y}, e_{1, y}\right\rangle=\left\|A_{y}^{*} e_{1, y}\right\| \geq 0$,
- $\operatorname{tr}_{y}\left[A_{y}\right]=\overline{\operatorname{tr}_{y}\left[A_{y}^{*}\right]}$,
- $\operatorname{tr}_{y}\left[A_{y} B_{y}\right]=\operatorname{tr}_{y}\left[B_{y} A_{y}\right]$,


## Chapter 3

## Generalized Fourier-Stieltjes transformation

### 3.1 Fourier-Stieltjes transformation for locally compact abelian groups

Throughout this section $\Gamma$ will be a locally compact abelian group.

### 3.1.1 Normalization of Haar measures to Plancherel measure

Definition 26 ([Ross1], definition 23.23). Let $\Gamma$ be a locally compact abelian group with the character group $\hat{\Gamma}$. For an arbitrary nonempty subset $F$ of $\Gamma$, let $A(\hat{\Gamma}, \Gamma)$ be the subset of $\hat{\Gamma}$ consisting of all $\chi$ such that $\chi(F)=\{1\}$. The set $A(\hat{\Gamma}, \Gamma)$ is called the annihilator of $F$ in $\hat{\Gamma}$.

In the following paragraph, we will briefly summarize the facts necessary for the normalization of the measures on the group and on its dual ([Ross2], p.208): Every locally compact abelian group $\Gamma$ is in the form $R^{n} \times F$, where $n$ is a nonnegative integer and $F$ is locally compact abelian group that contains a compact open subgroup $J$. If $F$ is compact, we take $J=F$, otherwise we choose $J$ arbitrary. Let $\hat{F}$ be the dual group to $F$. Let $A(\hat{F}, J)$ is the annihilator, then $A(\hat{F}, J)$ is a compact subset of $\hat{\Gamma}$. Moreover, we can identify $\hat{\Gamma}$ with $R^{a} \times \hat{F}$. The following Plancherel's theorem is valid for the Haar measure chosen as follows: let $\mu$ be the necessarily unique Haar measure on the subgroup $F$ such that $\mu(J)=1$ and the measure on $A$ is such that $\hat{\mu}(A)=1$. Let $\mu^{n}$ be the Lesbegue measure on $R^{n}$. Every Haar measure on
$\Gamma$ is in the form

$$
\begin{equation*}
\lambda=c(2 \pi)^{-n / 2} \mu_{n} \times \mu, \tag{3.1}
\end{equation*}
$$

where $c$ is a positive number. The measure on $\hat{\Gamma}$ will then be in the form

$$
\begin{equation*}
\hat{\lambda}=\frac{1}{c}(2 \pi)^{-n / 2} \mu_{n} \times \hat{\mu} . \tag{3.2}
\end{equation*}
$$

### 3.1.2 Fourier-Stieltjes transformation

Definition 27 ([Ross1] theorem 14.4). Let $C_{0}(\Gamma)$ be the set of complex valued functions on $\Gamma$ such that $\forall \varepsilon$ there exists a compact subset $F$ on $\Gamma$, such that

$$
\begin{equation*}
|f(x)|<\varepsilon, \forall x \in(X-F) . \tag{3.3}
\end{equation*}
$$

Let $C_{0}^{*}(\Gamma)$ be the set of all bounded linear functionals defined on $C_{0}(\Gamma)$. Then to every $\varphi \in C_{0}^{*}(\Gamma)$ there exists a complex valued measure $\mu$ defined on the $\sigma$-algebra $\mathcal{M}_{\mu}$ of subsets of $\Gamma$ containing the Borel sets in $\Gamma$ such that

$$
\begin{equation*}
\varphi(f)=\int_{\Gamma} f d \mu \text { for all } f \in C_{0}(\gamma) \tag{3.4}
\end{equation*}
$$

The set of all this measures will be denoted by $\mathcal{M}(\Gamma)$.
Definition 28 ([Ross1] definition 31.2). For a complex measure $\mu \in \mathcal{M}(\Gamma)$, let $\hat{\mu}$ be the complex-valued function on $\hat{\Gamma}$ such that

$$
\begin{equation*}
\hat{\mu}(\chi)=\int_{\Gamma} \chi d \mu(g) \tag{3.5}
\end{equation*}
$$

Then $\hat{\mu}$ is called the Fourier-Stieltjes transform of $\mu$. If $f \in L^{1}(\Gamma)$, so that $d \mu=f d g$, where $d g$ is the normalized Haar measure, than $\hat{f}$ is called the Fourier transform of the function $f$, where $\hat{f}$ is determinated by the equation

$$
\hat{f} d \chi=f d g
$$

and $d \chi$ is the normalized measure corresponding to $d g$.
Definition 29. For a measure $\mu$ in $\mathcal{M}(\hat{\Gamma})$, let $\check{\mu}$ the complex-valued function on $\Gamma$ such that $\check{\mu}(g)=\int_{\hat{\Gamma}} \bar{\chi}(g) d \mu$. Then this function is called the inverse Fourier-Stieljes transformation of $\mu$. If $f \in L^{1}(\hat{\Gamma})$, so that $d \mu=\int f d \chi$, than $\check{f}$ is called the inverse Fourier transform of the function $f$.

Theorem 18 (Plancherel, [Ross1] theorem 31.18). The Fourier transformation is a linear isometry of $L^{2}(\Gamma)$ onto $L^{2}(\hat{\Gamma})$, and the inverse Fourier transformation is a linear isometry of $L^{2}(\hat{\Gamma})$ onto $L^{2}(\Gamma)$. These two transformations are inverse to each other.

### 3.2 Fourier-Stieltjes transformation for locally compact groups

In case of non-abelian locally compact groups, the situation is more complicated and the construction and the proofs of all the theorems are based on von Neumann work and his generalized direct integral. For simplicity we suppose that the group is locally compact with two-side invariant Haar-measure.

Let $W$ denote the weakly closed self-adjoint algebra of bounded operators on $L^{2}(\Gamma)$ generated by the operators $R(g), g \in \Gamma$ (left regular representation). Let $Z$ be the center of $W$ ( $Z=W^{\prime} \cap W, Z$ maximal commutative subalgebra). Let $L^{2}(\Gamma)$ be the direct integral of the spaces $\mathcal{H}_{y}, y \in Y$ with respect to $Z$ :

$$
L^{2}(\Gamma)=\int_{Y} \mathcal{H}_{y} \mathrm{~d} y
$$

Definition 30 (Generalized Fourier transform, [Mau3] p. 371). Let $f(g) \in$ $L^{2}(\Gamma)$ satisfying

$$
\begin{equation*}
f(g)=\bar{f}\left(g^{-1}\right) . \tag{3.6}
\end{equation*}
$$

Then $f(g)$ determinates an operator $F^{\prime} f: L^{2}(\Gamma, d g) \rightarrow L^{2}(\Gamma, d g)$ by means of convolution with the function $f \in L^{2}(\Gamma)$ :

$$
F^{\prime} f\left(h\left(g^{\prime}\right)\right)=\int_{\Gamma} f(g) h\left(g^{-1} \cdot g^{\prime}\right) d g
$$

$F^{\prime} f$ is defined on certain dense subspace of $L^{2}(\Gamma)$ and there exists a self adjoint extension of this operator denoted by Ff. Ff is called a FourierStieltjes transformation of $f$. A general $f \in L^{2}(\Gamma)$ can be written as $f(g)=$ $a(g)+i b(g)$, where $a, b$ satisfies the condition (3.6). Let Fa, Fb be the FourierStieltjes transformation of $a, b$, then the Fourier-Stieltjes transform of $f$ is defined by

$$
F f=F a+i F b
$$

and it can be shown, that $F f$ is decomposable by the direct integral and $F_{y} f$ is densely defined operator on $\mathcal{H}_{y}$ for almost every $y \in Y$.

Let us remark that in case of function, where the following has a good sense, the above definition reformulates

$$
F_{y} f=\int_{\Gamma} f(g) R_{y}(g) \mathrm{d} g,
$$

where $R_{y}(g)$ is the decomposition of the left regular representation on the $\Gamma$ :

$$
R_{y}(g) f\left(g^{\prime}\right)=f\left(g^{-1} \cdot g^{\prime}\right),
$$

where $f \in L^{2}(\Gamma)$.

Theorem 19 ([Mau3] p. 373). On the algebra $W_{y}$ there exists a relative trace $t r_{y}$. For a fixed $y \in Y, t r_{y}$ is a complex-valued linear functional defined on certain linear subset of $W_{y}$. Taking the fixed normalization of $\mathrm{rr}_{y}$ for each $y$, then the measure on $Y$ can be taken in such way, that the generalized Peter-Weyl Plancherel theorem holds:

$$
\begin{equation*}
\int_{\Gamma} f_{1}(g) \bar{f}_{2}(g) d g=\int_{Y} t r_{y}\left[F_{y} f_{1} F_{y}^{*} f_{2}\right] d y \tag{3.7}
\end{equation*}
$$

for $f_{j}(g) \in L^{2}(\Gamma)$, for $j=1,2$. Though $\operatorname{tr}_{y}\left[F_{y} f_{1} F_{y}^{*} f_{2}\right]$ has a meaning for almost every $y$.

Let $A_{y}, B_{y}$ be those operator in $W_{y}$ such that the $\operatorname{tr}_{y}\left[A_{y} A_{y}^{*}\right]$ exists for almost every $y$ and such that $\int_{Y}\left(\operatorname{tr}_{y}\left[A_{y} A_{y}^{*}\right]\right) \mathrm{d} y$ exists and is finite. These operators with the scalar product defined by

$$
\int_{Y}\left(\operatorname{tr}_{y}\left[A_{y} B_{y}^{*}\right]\right) \mathrm{d} y
$$

form a incomplete space $X$ with scalar product.
Using the previous notation one obtains

$$
\left\langle f_{1}, f_{2}\right\rangle_{L^{2}(\Gamma)}=\left\langle F f_{1}, F f_{2}\right\rangle_{X} .
$$

Let us remark that the Fourier-Stieltjes transformation is an injection, because it is a linear isomorphism.

The following theorem completes the proof, that the generalized FourierStieltjes transform is a bijection, so that there exists an inverse FourierStieltjes transform which preserves the scalar product.

Theorem 20 ([Mau3] p. 380). The Fourier-Stieltjes transform maps $L^{2}(\Gamma)$ on the completion of $X$.

We can conclude, that there exists the inverse Fourier-Stieltjes transform $F^{*}=F^{-1}$ which maps the completion of $X(\bar{X})$ onto $L^{2}(\Gamma, \mathrm{~d} g)$ and it preserves the norm.

Because $F$ is the unitary operator mapping $L^{2}(\Gamma) \rightarrow \bar{X}$, one can ask, how the inverse Fourier-Stieljes transformation $F^{*}$ looks like. This question will be partly answered in the chapter 4 for a special type of locally compact groups.

## Chapter 4

## Generalized Bloch analysis and Schwartz kernel theorem

### 4.1 Preliminary

Definition 31 ([Jung] p. 17). Let $V, V^{\prime}$ be representations of $\Gamma$ in $\mathcal{H}$ resp. $\mathcal{H}^{\prime}$. An interwinning operator is a bounded linear map $A: \mathcal{H} \rightarrow \mathcal{H}^{\prime}$ such that

$$
\begin{equation*}
A V(g)=V^{\prime}(g) A, \forall g \in \Gamma \tag{4.1}
\end{equation*}
$$

The set of all interwinning operators is denoted by $\operatorname{Hom}_{\Gamma}\left(V, V^{\prime}\right) . \operatorname{Hom}_{\Gamma}\left(V, V^{\prime}\right)$ is a linear space, if $V=V^{\prime}$ then $\operatorname{Hom}_{\Gamma}\left(V, V^{\prime}\right)$ is an algebra.

Definition 32 ([Jung], p. 20). A representation $V$ of $\Gamma$ is called a factor representation, if the center of $\operatorname{Hom}_{\Gamma}(V, V)$ consists purely of multiples of the identity, i.e. $Z\left(\operatorname{Hom}_{\Gamma}(V, V)\right)=\{\lambda 1\}, \lambda \in C$.

Definition 33. A factor representation is called Type I if it contains an irreducible subrepresentation. A group $\Gamma$ is called Type I when all its factor representations are Type I.

Remark 3. - If $\Gamma$ is compact then $\Gamma$ is Type I.

- If $\Gamma$ locally compact and abelian then $\Gamma$ is Type I.
- If $\Gamma$ is semi-simple Lie group then $\Gamma$ is Type I.
- Let $\Gamma$ be a countably infinite discrete group, then $\Gamma$ is Type I if and only if there exists $\Gamma^{\prime} \subset \Gamma, \Gamma^{\prime}$ abelian and normal such that $\Gamma / \Gamma^{\prime}$ is finite ([Tho] Satz 6).
- If $\Gamma$ is connected and nilpotent then $\Gamma$ is Type I.
- The Free group with two generators is not Type I.

Theorem 21 ([Spr]). Let $\Gamma$ be a locally compact separable group of Type I. Let $R(g), g \in \Gamma$ be the regular representation generating the weakly closed algebra $W$. Then the decomposition with respect to the center $Z$ of $W$ decomposes $L^{2}(\Gamma)$ to a direct integral of Hilbert space $\mathcal{L}_{y}^{\prime}, y \in Y$. Then $R(g)=\int_{Y} R_{y}(g) d y$ and $R_{y}(g)$ corresponds to the blocs of equivalent irreducible representations $\Lambda_{y}(g)$.

Remark 4. The assumtion that the group is of Type I assures that the decomposition with respect to the center will have the same properties as in the case of finite groups, discussed at the end of chapter 2.

Theorem 22 ([Tho] Kollorar 1.). If $\Gamma$ is discrete, separable group of Type I, then all irreducible representations are finite dimensional and the dimensions are uniformly bounded. For every $y \in Y, \operatorname{tr}_{y}$ is defined in the ordinary way, as the norm on the space of Hilbert-Schmidt operators.

Remark 5. In case of group of Type I, $Y$ corresponds to the dual object $\hat{G}$, but still the letter $Y$ will be used in the following.

Also in this case $L^{2}(\Gamma)$ can be decomposed to $\mathcal{L}_{y}^{\prime} . \mathcal{L}_{y}^{\prime}$ further decomposes to a direct integral of Hilbert spaces $\mathcal{L}_{y}$ which are all mutually equivalent, and also $R_{y}(g)$ decomposes to irreducible equivalent representations $\Lambda_{y}(g)$ acting on $\mathcal{L}_{y}$.

To clarify the construction let us repeat it in the previous notation

$$
L^{2}(\Gamma)=\int_{Y^{\prime}} \mathcal{L}_{y}^{\prime} \mathrm{d} y^{\prime}
$$

with respect to the center of $W . \mathcal{L}_{y}^{\prime}=\bigoplus_{i=1}^{k} \mathcal{L}_{y}$. One can identify $\mathcal{L}_{y}^{\prime}$ with the Hilber space $\mathcal{I}_{2}\left(\mathcal{L}_{y}\right)$ formed by Hilbert-Schmidt operators on $\mathcal{L}_{y}$. Let $F_{y}$ be the Fourier-Stieltjes transformation of $L^{2}(\Gamma) \rightarrow \mathcal{I}_{2}\left(\mathcal{L}_{y}\right)$ defined similarly as in the previous chapter. Then the Peter-Weyl Plancherel theorem holds:

Theorem 23. Let $\Gamma$ be a locally compact separable group of Type I. Then there exists a unique positive measure dy on $Y$ satisfying the condition

$$
\begin{equation*}
\int_{\Gamma}|f(g)|^{2} d g=\int_{Y} \operatorname{tr}_{y}\left[F_{y} f\left(F_{y} f\right)^{*}\right] d y \tag{4.2}
\end{equation*}
$$

where $F_{y} f$ is the Fourier-Stieltjes transform of $f$. Further $F$ is a unitary operator $L^{2}(\Gamma) \rightarrow \int_{Y} \mathcal{I}_{2}\left(\mathcal{L}_{y}\right) d y$.

## Example: Symmetric group $S_{3}$

As it is well known, in the case of a finite group, the left regular representation decomposes to irreducible representations, its multiplicity is equal to its dimension. As it was shown,the left regular representation of $S_{3}$ decomposes to two one dimensional representations and one two dimensional representation with multiplicity two. If we normalize the Haar measure on $S_{3}$ in such way, that the measure of $\Gamma$ is equal to one, then the Plancherel measure of one point set $\{y\}$ is equal to the dimension of the Hilbert space divided by the number of the elements of the group, i.e. $\mathrm{d} y=\frac{\operatorname{dim} \mathcal{H}_{y}}{\# \Gamma}$.

In this case: $\mathrm{Y}=\{1,2,3\}, \operatorname{dim} H_{1}=1, \operatorname{dim} H_{2}=1, \operatorname{dim} H_{3}=2$. Just for illustration, let us discribe how $\Lambda_{3}$ looks like:

$$
\begin{gather*}
\Lambda_{3}(1)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \Lambda_{3}(a)=\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right), \Lambda_{3}(b)=\left(\begin{array}{cc}
\frac{-1}{2} & \frac{-\sqrt{3}}{2} \\
\frac{-\sqrt{3}}{2} & \frac{1}{2}
\end{array}\right), \\
\Lambda_{3}(c)=\left(\begin{array}{cc}
\frac{-1}{2} & \frac{\sqrt{3}}{2} \\
\frac{\sqrt{3}}{2} & \frac{1}{2}
\end{array}\right), \Lambda_{3}(d)=\left(\begin{array}{cc}
\frac{-1}{2} & \frac{-\sqrt{3}}{2} \\
\frac{\sqrt{3}}{2} & \frac{-1}{2}
\end{array}\right), \Lambda_{3}(e)=\left(\begin{array}{cc}
\frac{-1}{2} & \frac{\sqrt{3}}{2} \\
\frac{-\sqrt{3}}{2} & \frac{-1}{2}
\end{array}\right) . \tag{4.3}
\end{gather*}
$$

Then using the orthonormal base $e_{h}(g)=\delta(g, h)$,

$$
\begin{equation*}
F_{y} e_{h}=\sum_{g \in S_{3}} e_{h}(g) \Lambda_{y}(g)=\Lambda_{y}(h) \tag{4.4}
\end{equation*}
$$

then for all $g \in S_{3}$ it holds true:

$$
\begin{equation*}
\sum_{y=1,2,3} \operatorname{tr}_{y}\left[\Lambda_{y}(g) \Lambda_{y}^{*}(g)\right]=1 \frac{1}{6}+1 \frac{1}{6}+2 \frac{1}{3}=1=\left\|e_{g}\right\|^{2}, \tag{4.5}
\end{equation*}
$$

so the Peter-Weyl Plancherel theorem holds.

### 4.1.1 Inverse Fourier-Stieljes transformation

Theorem 24. Let $F$ be the Fourier-Stieljes trasformation with the same notation as in the previous paragraph. Let $A \in \int_{Y} \mathcal{I}_{2}\left(\mathcal{L}_{y}\right) d y$, then

$$
\begin{equation*}
F_{g}^{*} A=\int_{Y} t_{y}\left[\Lambda_{y}(g)^{*} A_{y}\right] d y \tag{4.6}
\end{equation*}
$$

Proof. Let $\left\{e_{h}\right\}_{h \in \Gamma}$ be the orthonormal base defined by $e_{h}(g)=\delta_{h g}$. Then

$$
\begin{array}{r}
F_{g}^{*} F\left(e_{h}\right)=\int_{Y} t r_{y}\left[\Lambda_{y}(g)^{*}\left(F_{y} e_{h}\right)\right] \mathrm{d} y= \\
\int_{Y} t r_{y}\left[\Lambda_{y}(g)^{*}\left(\int_{\Gamma} e_{h}\left(g^{\prime}\right) \Lambda_{y}\left(g^{\prime}\right) \mathrm{d} g^{\prime}\right)\right] \mathrm{d} y \\
=\int_{Y} t r_{y}\left[\Lambda_{y}(g)^{*} \Lambda_{y}(h)\right] \mathrm{d} y=\int_{Y} t r_{y}\left[\left(F_{y} e_{g}\right)^{*} F_{y} e_{h}\right] \mathrm{d} y \\
=\left\langle e_{g}, e_{h}\right\rangle=\delta_{g h}=e_{h}(g) .
\end{array}
$$

Thus $F^{*}$ is the inverse Fourier-Stieljes transformation of $F$.

Let $M$ be a connected and locally linearly connected manifold, $\pi_{1}(M)=\Gamma$ the fundamental group of $M, \tilde{M}$ the universal covering space of $M$ and $D$ a fundamental domain of $\tilde{M}$. It is well known, that the fundamental group is discrete and at most countable group ([Lee]). We further suppose that $\Gamma$ is of Type I.

Let $\mathcal{H}_{y}$ be the space of $R_{y}$-equivariant functions defined on $\tilde{M}$ with values in the Hilbert-Schmidt operators on $\mathcal{L}_{y}$, it means

$$
\begin{array}{r}
\mathcal{H}_{y}=\left\{A_{y}: \tilde{M} \rightarrow \mathcal{I}_{2}\left(\mathcal{L}_{y}\right),\right. \\
\text { such that } R_{y}(g)\left[A_{y}(x)\right]=\Lambda_{y}(g) A_{y}(x)=A_{y}(g \cdot x), \forall g \in \Gamma \\
\left.\int_{M} t r_{y}\left[A_{y}(x) A_{y}^{*}(x)\right] \mathrm{d} \mu<\infty\right\} .
\end{array}
$$

### 4.2 Generalized Bloch analysis

Before the main theorem of generalized Bloch analysis, let us introduce several lemmas and definitions:

Definition 34. Let $\mathcal{L}_{y}$ be a Hilbert space, then $\mathcal{L}_{y}^{*}$ is the space of continues antilinear fuctionals defined on $\mathcal{L}_{y}$.

The Riesz lemma claims that there exists a conjugate linear isometric bijection $\rho$ such that

$$
\begin{equation*}
\rho: \mathcal{L}_{y} \rightarrow \mathcal{L}_{y}^{*}: u \rightarrow \phi_{u}, \phi_{u}(v)=\langle u, v\rangle . \tag{4.7}
\end{equation*}
$$

So $\mathcal{L}_{y}^{*}$ is the Hilbert space with the scalar product given by

$$
\begin{equation*}
\left\langle\phi_{1}, \phi_{2}\right\rangle_{\mathcal{L}_{y}^{*}}=\left\langle\rho^{-1} \phi_{2}, \rho^{-1} \phi_{1}\right\rangle_{\mathcal{L}_{y}} . \tag{4.8}
\end{equation*}
$$

Definition 35. Let $\mathcal{H}_{1}, \mathcal{H}_{2}$ be two Hilbert spaces, then by $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$ we denote the Hilbert spanned by vectors $\phi_{1} \otimes \phi_{2}$, where $\phi_{1} \in \mathcal{H}_{1}, \phi_{2} \in \mathcal{H}_{2}$. The scalar product is given by $\left\langle\phi_{1} \otimes \phi_{2}, \phi_{1}^{\prime} \otimes \phi_{2}^{\prime}\right\rangle_{\mathcal{H}_{1} \otimes \mathcal{H}_{2}}=\left\langle\phi_{1}, \phi_{1}^{\prime}\right\rangle_{\mathcal{H}_{1}}\left\langle\phi_{2}, \phi_{2}^{\prime}\right\rangle_{\mathcal{H}_{2}}$. Such space will be preHilbert. $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$ denotes the closure of such space.

Lemma 1. Let $\mathcal{I}_{2}\left(\mathcal{L}_{y}\right)$ be the space of Hilbert-Schmidt operators defined on the Hilbert space $\mathcal{L}_{y}$. Then $\mathcal{I}_{2}\left(\mathcal{L}_{y}\right) \equiv \mathcal{L}_{y}^{*} \otimes \mathcal{L}_{y}$.

Proof. There exists $\Psi: \mathcal{L}_{y}^{*} \otimes \mathcal{L}_{y} \rightarrow \mathcal{I}_{2}\left(\mathcal{L}_{y}\right)$ and it is an unitary operator. Let $\phi \in \mathcal{L}_{y}^{*}, u \in \mathcal{L}_{y}$, we define $\Psi$ by:

$$
\begin{equation*}
\Psi\left(\phi_{1} \otimes u\right) v=\phi_{1}(v) u \tag{4.9}
\end{equation*}
$$

- $\Psi$ is an isometry:

$$
\left\langle\Psi \phi_{1} \otimes u_{1}, \Psi \phi_{2} \otimes u_{2}\right\rangle_{\mathcal{I}_{2}\left(\mathcal{L}_{y}\right)}=\sum_{n}\left\langle\Psi\left(\psi_{1} \otimes u_{1}\right) v_{n},\left(\Psi \phi_{2} \otimes u_{2}\right) v_{n}\right\rangle_{\mathcal{L}_{y}},
$$

where $\left\{v_{n}\right\}_{n \in N}$ is an orthonormal basis of $\mathcal{L}_{y}$. Then

$$
\begin{array}{r}
\sum_{n}\left\langle\Psi\left(\psi_{1} \otimes u_{1}\right) v_{n},\left(\Psi \phi_{2} \otimes u_{2}\right) v_{n}\right\rangle_{\mathcal{L}_{y}} \\
=\sum_{n} \phi_{1}\left(v_{n}\right) \phi_{2}\left(v_{n}\right)\left\langle u_{1}, u_{2}\right\rangle_{\mathcal{L}_{y}} \\
=\sum_{n}\left\langle\rho^{-1} \phi_{1}, v_{n}\right\rangle\left\langle\rho^{-1} \phi_{2}, v_{n}\right\rangle\left\langle u_{1}, u_{2}\right\rangle=\left\langle\phi_{1}, \phi_{2}\right\rangle_{\mathcal{L}_{y}^{*}}\left\langle u_{1}, u_{2}\right\rangle_{\mathcal{L}_{y}} \\
=\left\langle\phi_{1} \otimes u_{1}, \phi_{2} \otimes u_{2}\right\rangle_{\mathcal{L}_{y}^{*} \otimes \mathcal{L}_{y}} .
\end{array}
$$

- $\Psi$ is onto: Because $\Psi$ is an isometry, $\operatorname{Ran} \Psi$ is closed. Let $A \in \mathcal{I}_{2}\left(\mathcal{L}_{y}\right)$, $A \perp \Psi(\phi \otimes u) \forall \phi \in \mathcal{L}_{y}^{*}, u \in \mathcal{L}_{y}$

$$
\begin{equation*}
0=\sum_{n}\left\langle A v_{n}, \Psi(\phi \otimes u) v_{n}\right\rangle_{\mathcal{L}_{y}}=\sum_{n}\left\langle A v_{n}, \phi\left(v_{n}\right) u\right\rangle . \tag{4.10}
\end{equation*}
$$

Let $\phi=\rho\left(v_{k}\right), u=v_{j}$. Then $\forall k, j$ the sum reduces to $\left\langle A v_{k}, v_{j}\right\rangle=0$ and it implies that $\forall k$

$$
A v_{k}=0
$$

Because span $\left\{v_{k}\right\}_{k}$ is dense in $\mathcal{L}_{y}, A=0$ and $\Psi$ is onto.
Thus $\Psi$ is an unitary operator and we can identify

$$
\begin{equation*}
\mathcal{I}_{2}\left(\mathcal{L}_{y}\right) \equiv \mathcal{L}_{y}^{*} \otimes \mathcal{L}_{y} . \tag{4.11}
\end{equation*}
$$

Lemma 2. Let $A \in \mathcal{B}\left(\mathcal{L}_{y}\right), B \in \mathcal{I}_{2}\left(\mathcal{L}_{y}\right)$ such that $B=\phi \otimes v$ (using the notation from the previous lemma). Let $L_{A}: \mathcal{I}_{2}\left(\mathcal{L}_{y}\right) \rightarrow \mathcal{I}_{2}\left(\mathcal{L}_{y}\right)$ defined by $L_{A}[B]=A B$. Then

$$
\begin{equation*}
A B=\phi \otimes(A v) \tag{4.12}
\end{equation*}
$$

so $L_{A}$ can be written in the form

$$
\begin{equation*}
L_{A}=I \otimes A \tag{4.13}
\end{equation*}
$$

Proof. The proof follows directly from the previous lemma.
Using the previous two lemmas, $\mathcal{H}_{y}$ can be decompose to

$$
\begin{equation*}
\mathcal{H}_{y}=\mathcal{L}_{y}^{*} \otimes \tilde{\mathcal{H}}_{y} \tag{4.14}
\end{equation*}
$$

where $\tilde{\mathcal{H}}_{y}$ are $\Lambda_{y}$-equivariant functions with values in $\mathcal{L}_{y}$, it means:

$$
\begin{array}{r}
\tilde{\mathcal{H}}_{y}=\left\{v_{y}: \tilde{M} \rightarrow \mathcal{L}_{y}, \text { such that } \Lambda_{y}(g) v_{y}(x)=v_{y}(g \cdot x), \forall g \in \Gamma,\right. \\
\left.\int_{M}\left\|v_{y}(x)\right\|_{\mathcal{L}_{y}}^{2} \mathrm{~d} \mu<\infty\right\} \tag{4.15}
\end{array}
$$

Let us describe some properties of $f \in L^{2}(\tilde{M})$, where $\tilde{M}$ is the universal covering space of $M$ with the fundamental group $\Gamma$. Locally the fibration $\pi: \tilde{M} \rightarrow M$ is trivial, it means $\pi^{-1}(U)=U \times \Gamma$.

- $\tilde{M}=\cup_{x \in M} \pi^{-1}(x)$, where $\pi$ is the projection from the definition 7 . Then the Fubini theorem implies that

$$
\begin{equation*}
\|f\|_{L^{2}(\tilde{M})}^{2}=\int_{\tilde{M}}|f|^{2} \mathrm{~d} \mu=\int_{M} \int_{\pi^{-1}(x)}|f(x)|^{2} \mathrm{~d} g \mathrm{~d} \mu \tag{4.16}
\end{equation*}
$$

and for almost all $x \in \tilde{M}$

$$
\begin{equation*}
\left.f\right|_{\pi^{-1}(x)} \in L^{2}\left(\pi^{-1}(x)\right) \tag{4.17}
\end{equation*}
$$

- If $f_{x}(g)=f\left(g^{-1} \cdot x\right)$ then $f_{x} \in L^{2}(\Gamma)$.
- Let $L_{h}$ be the left action of $\Gamma$ on $\tilde{M}$ :

$$
\begin{equation*}
L_{h} x=h . x . \tag{4.18}
\end{equation*}
$$

Then $L_{h}^{*}: L^{2}(\tilde{M}) \rightarrow L^{2}(\tilde{M})$ is defined by

$$
\begin{equation*}
L_{h}^{*} f(x)=f(h \cdot x) \tag{4.19}
\end{equation*}
$$

Theorem 25. Let $M, \tilde{M}, \Gamma, R_{y}(g)$ is defined as above. Let

$$
\mathcal{H}_{y}=\left\{A_{y}: \tilde{M} \rightarrow \mathcal{I}_{2}\left(\mathcal{L}_{y}\right),\right.
$$

such that $R_{y}(g)\left[A_{y}(x)\right]=\Lambda_{y}(g) A_{y}(x)=A_{y}(g \cdot x), \forall g \in \Gamma$
$\left.\int_{M} \operatorname{tr}_{y}\left[A_{y}(x) A_{y}^{*}(x)\right] d \mu<\infty\right\}$.

Let $\Phi: L^{2}(\tilde{M}) \rightarrow \int_{Y} \mathcal{H}_{y} d y$ be defined by

$$
\begin{equation*}
\Phi_{y} f(x)=F_{y} f_{x} \tag{4.20}
\end{equation*}
$$

where $F_{y}$ is the Fourier-Stieljes transformation in $y$. Then for $f \in C_{0}^{\infty}(\tilde{M})$ :

$$
\begin{equation*}
\Phi_{y} f(x)=\sum_{\Gamma} f\left(g^{-1} \cdot x\right) \Lambda_{y}(g) . \tag{4.21}
\end{equation*}
$$

Further $\Phi$ is a well defined unitary operator.
Proof. The proof of this theorem will be done in several steps:
Let $f \in C_{0}^{\infty}(\tilde{M})$, then the sum in 4.21 is finite because the action of $\Gamma$ on $\tilde{M}$ is properly discontinuous. Then the definition of the Fourier-Stieltjes transformation gives directly the relation (4.21).

- Let $f \in L^{2}(\tilde{M})$, then $\Phi_{y} f \in \mathcal{H}_{y}$ :

$$
F_{y}\left(L_{h}^{*} f_{x}\right)=\Lambda_{y}^{-1}(h) F_{y} f_{x}
$$

and

$$
\begin{equation*}
\Phi_{y} f(g \cdot x)=F_{y} f_{g . x}=F_{y}\left(L_{g^{-1}}^{*} f_{x}\right)=\Lambda_{y}(g) F_{y} f_{x}=\Lambda_{y}(g) \Phi_{y} f(x) \tag{4.22}
\end{equation*}
$$

- $\Phi$ is an isometry:

$$
\begin{array}{r}
\int_{Y}\left\|\Phi_{y} f\right\|^{2} \mathrm{~d} y=\int_{Y} \int_{M}\left\|\left(\Phi_{y} f\right)(x)\right\|_{\mathcal{I}_{2}\left(\mathcal{L}_{y}\right)}^{2} \mathrm{~d} \mu \mathrm{~d} y \\
=\int_{M} \int_{Y}\left\|F_{y} f_{x}\right\|_{\mathcal{I}_{2}\left(\mathcal{L}_{y}\right)}^{2} \mathrm{~d} y \mathrm{~d} \mu=\int_{M} \int_{\Gamma}\left\|f_{x}(g)\right\|^{2} \mathrm{~d} g \\
=\int_{M} \int_{\pi^{-1}(x)}|f(x)|^{2} \mathrm{~d} \mu=\|f\|_{L^{2}(\tilde{M})}^{2} . \tag{4.23}
\end{array}
$$

- $\Phi$ is surjective: Because $\Phi$ is a bounded operator and $L^{2}(\tilde{M})$ is closed, $\operatorname{Ran} \Phi$ is closed. Let $A \in \int_{Y} \mathcal{H}_{y} \mathrm{~d} y, A=\int_{Y} A_{y} \mathrm{~d} y, A \perp \operatorname{Ran} \Phi$. We will prove that $A=0$ :

$$
\begin{align*}
0 & =\int_{Y}\left\langle A_{y}, \Phi_{y} f\right\rangle_{\mathcal{H}_{y}} \mathrm{~d} y, \forall f \in L^{2}(\tilde{M}) \\
& \int_{Y}\left\langle A_{y}(x), \Phi_{y} f(x)\right\rangle_{\mathcal{H}_{y}} \mathrm{~d} y \\
& =\int_{M} \int_{Y}\left\langle A_{y}(x), F_{y} f_{x}\right\rangle_{\mathcal{I}_{2}\left(\mathcal{L}_{y}\right)} \mathrm{d} y \mathrm{~d} \mu \tag{4.24}
\end{align*}
$$

Because the generalized Fourier-Stieljes transformation is a unitary operator between $L^{2}(\Gamma)$ and $\int_{Y} \mathcal{I}_{2}\left(\mathcal{L}_{y}\right) \mathrm{d} y$, for almost all $x \in \tilde{M}$, there exists $a_{x} \in L^{2}(\Gamma)$ such that $F_{y} a_{x}=A_{y}(x)$. Then

$$
\int_{M} \int_{Y}\left\langle A_{y}(x), F_{y} f_{x}\right\rangle_{\mathcal{I}_{2}\left(\mathcal{L}_{y}\right)} \mathrm{d} y \mathrm{~d} \mu=\int_{M}\left\langle a_{x}, f_{x}\right\rangle_{L^{2}(\Gamma)} \mathrm{d} \mu=0 .
$$

Let $U \subset M, U$ open such that

$$
\begin{equation*}
\pi^{-1}(U)=U \times \Gamma \tag{4.25}
\end{equation*}
$$

Let $f \in L^{2}(\tilde{M})$ such that $\operatorname{supp} f \in \pi^{-1}(U)$ and $f(x)=f_{1}(u) f_{2}(g)$, $u \in U, g \in \Gamma, f_{1} \in C_{0}^{\infty}(U), f_{2} \in L^{2}(\Gamma), x=(u, g)$. Then

$$
\begin{equation*}
0=\int_{U} f_{1}(u)\left\langle a_{(u, g)}, f_{2}\right\rangle_{L^{2}(\Gamma)} \mathrm{d} \mu, \tag{4.26}
\end{equation*}
$$

and it implies that for almost all $u \in U$ and $g \in \Gamma,\left\langle a_{(u, g)}, f_{2}\right\rangle=0$ and so $a_{(u, g)}(h)=0$ for all $h \in \Gamma$. Because $\tilde{M}$ can be covered by countably many open sets $U$, such that (4.25) is valid, $a_{x}(g)=0$ for almost all $x \in \tilde{M}$ and all $g \in \Gamma$. Then for almost all $x \in \tilde{M}, A_{y}(x)=0$ and so $A=0$.

Definition 36. Let $g$ be a metric tensor. Then Laplace-Beltrami operator is defined by

$$
\begin{equation*}
\Delta_{L B}=\frac{1}{\sqrt{g}} \partial_{i} g^{i j} \sqrt{g} \partial_{j} . \tag{4.27}
\end{equation*}
$$

Remark 6. $\left(-\Delta_{L B}\right)$ is positive operator on $C_{0}^{\infty}(\tilde{M})$.
Remark 7. Let $\varphi \in C_{0}^{\infty}(\tilde{M})$, $\Phi$ from the previous theorem, $\Phi_{y} \varphi \in \mathcal{H}_{y}$ and $\Phi_{y} \varphi=\sum_{g \in \Gamma} \varphi\left(g^{-1} \cdot x\right) \Lambda_{y}(g)$ and the sum is finite. We can define $\left(-\Delta_{L B}\right)_{y}$ on the dense subset of $\mathcal{H}_{y}$ by the relation

$$
\begin{equation*}
\left(-\Delta_{L B}\right)_{y} \Phi_{y} \varphi(x)=\Phi_{y}\left(-\Delta_{L B}\right) \varphi(x) . \tag{4.28}
\end{equation*}
$$

- $\left(-\Delta_{L B}\right)_{y}$ is a symmetric operator:

$$
\begin{array}{r}
\left\langle\left(-\Delta_{L B}\right)_{y} \Phi_{y} \psi_{1}(x), \Phi_{y} \psi_{2}(x)\right\rangle_{\mathcal{H}_{y}} \\
=\left\langle\sum_{\Gamma}\left(-\Delta_{L B}\right)_{y} L_{g^{-1}}^{*} \bar{\psi}_{1}(x) \Lambda_{y}(g), \sum_{\Gamma} \psi_{2}\left(g^{\prime-1} . x\right) \Lambda_{y}\left(g^{\prime}\right)\right\rangle_{\mathcal{H}_{y}} \\
=\sum_{\Gamma} \sum_{\Gamma} \int_{D} L_{g^{-1}}^{*}\left(-\Delta_{L B}\right) \bar{\psi}_{1}(x) \psi_{2}\left(g^{\prime-1} \cdot x\right)\left\langle\Lambda_{y}(g), \Lambda_{y}\left(g^{\prime}\right)\right\rangle_{\mathcal{I}_{2}\left(\mathcal{L}_{y}\right)} \\
=\sum_{g \in \Gamma} \sum_{g^{\prime} \in \Gamma} \int_{g^{-1} . D}\left(-\Delta_{L B}\right) \bar{\psi}_{1}(x) L_{g^{\prime-1} g}^{*} \psi_{2}(x) \varphi\left(g^{\prime-1} g\right),
\end{array}
$$

where $D \subset \tilde{M}$ is a fundamental domain and

$$
\varphi\left(g g^{\prime-1}\right)=\left\langle\Lambda_{y}(g), \Lambda_{y}\left(g^{\prime}\right)\right\rangle_{\mathcal{I}_{2}\left(\mathcal{L}_{y}\right)}=\left\langle\Lambda_{y}\left(g^{\prime-1} \cdot g\right), I\right\rangle_{\mathcal{I}_{2}\left(\mathcal{L}_{y}\right)} .
$$

Then

$$
\begin{array}{r}
\sum_{g \in \Gamma} \sum_{g^{\prime} \in \Gamma} \int_{g^{-1} . D}\left(-\Delta_{L B}\right) \bar{\psi}_{1}(x) L_{g^{\prime-1} g}^{*} \psi_{2}(x) \varphi\left(g^{\prime-1} g\right) d \mu \\
=\sum_{g \in \Gamma} \sum_{h \in \Gamma} \int_{g^{-1} . D}\left(-\Delta_{L B}\right) \bar{\psi}_{1}(x) L_{h}^{*} \psi_{2}(x) \varphi(h) d \mu \\
=\sum_{h \in \Gamma} \int_{\tilde{M}}\left(-\Delta_{L B}\right) \bar{\psi}_{1}(x) L_{h}^{*} \psi_{2}(x) \varphi(h) d \mu \\
=\sum_{h \in \Gamma} \int_{\tilde{M}} \bar{\psi}_{1}(x)\left(-\Delta_{L B}\right) L_{h}^{*} \psi_{2}(x) \varphi(h) d \mu \\
=\sum_{h \in \Gamma} \int_{\tilde{M}} \bar{\psi}_{1}(x) L_{h}^{*}\left(-\Delta_{L B}\right) \psi_{2}(x) \varphi(h) d \mu \\
=\left\langle\Phi_{y} \psi_{1},\left(-\Delta_{L B}\right)_{y} \Phi_{y} \psi_{2}\right\rangle_{\mathcal{H}_{y}} . \tag{4.29}
\end{array}
$$

- $\left(-\Delta_{L B}\right)$ is positive operator: Let $\psi \in C_{0}^{\infty}(\tilde{M})$ such that its support is in $D$. The functions $\Phi \psi$ are dense in $\mathcal{H}_{y}$. Then

$$
\begin{array}{r}
\left\langle\Phi_{y} \psi,\left(-\Delta_{L B}\right) \Phi_{y} \psi\right\rangle_{\mathcal{H}_{y}} \\
=\int_{D} \bar{\psi}(x)\left(-\Delta_{L B}\right) \psi(x)\left\langle\Lambda_{y}(1), \Lambda_{y}(1)\right\rangle_{\mathcal{I}_{2}\left(\mathcal{L}_{y}\right)} \geq 0 . \tag{4.30}
\end{array}
$$

Theorem 26. Let $H=-\Delta_{L B}+V(x)$ is a Hamiltonian with a $\Gamma$-invariant potential acting on $L^{2}(\tilde{M})$. Then $H$ decomposes under $\Phi$ :

$$
\begin{equation*}
\Phi H \Phi^{*}=\int_{Y} H_{y} d y \tag{4.31}
\end{equation*}
$$

where $H_{y}=\left(-\Delta_{L B}\right)_{y}+V(x)$ is formally the same operator acting on $\mathcal{H}_{y}$. Proof. Let $\varphi(x) \in C_{0}^{\infty}(\tilde{M}), \varphi_{x}(g)=\varphi\left(g^{-1} \cdot x\right), \varphi_{x} \in L^{2}(\Gamma)$ for almost all $x$. Let $\left\{e_{h}\right\}$ be the orthonormal basis of $L^{2}(\Gamma), e_{h}(g)=\delta_{h g}$. Then

$$
\begin{align*}
& \varphi_{x}=\sum_{h \in \Gamma} \varphi\left(h^{-1} . x\right) e_{h} \\
& F \varphi_{x}=\sum_{h \in \Gamma} \varphi\left(h^{-1} . x\right) F e_{h} . \tag{4.32}
\end{align*}
$$

Further

$$
\begin{equation*}
\Phi_{y} \varphi(x)=F_{y} \varphi_{x}=\sum_{h \in \Gamma} \varphi\left(h^{-1} . x\right) F_{y} e_{h}=\sum_{h \in \Gamma} L_{h^{-1}}^{*} \varphi(x) F_{y} e_{h} . \tag{4.33}
\end{equation*}
$$

The sum in (4.33) is finite, uniformally for $x \in U \subset \bar{U} \subset \tilde{M}$.
$\Delta_{L B}$ is $\Gamma$ invariant, so

$$
\begin{equation*}
\Delta_{L B} L_{g}^{*}=L_{g}^{*} \Delta_{L B} \tag{4.34}
\end{equation*}
$$

Moreover

$$
\begin{array}{r}
\left(-\Delta_{L B}\right)_{y} \Phi_{y} f=\left(-\Delta_{L B}\right)_{y} \sum_{h \in \Gamma} L_{h^{-1}}^{*} f(x) F_{y} e_{h} \\
=\sum_{h \in \Gamma}\left(-\Delta_{L B}\right) L_{h^{-1}}^{*} f(x) F_{y} e_{h} \\
=\sum_{h \in \Gamma} L_{h^{-1}}^{*}\left(-\Delta_{L B}\right) f(x) F_{y} e_{h}=\Phi_{y}\left(-\Delta_{L B} f(x)\right), \tag{4.35}
\end{array}
$$

because $\left(-\Delta_{L B}\right)_{y}$ acts in the variable $x$ and for $f \in C_{0}^{\infty}(\tilde{M})$, the sum is finite.
$\left(-\Delta_{L B}\right)_{y}$ is the operator defined as in the previous chapter and there exists selfadjoint extension of this operator (see Theorem 3).
$V(x)$ is $\Gamma$ invariant, so $V L_{h}^{*}=L_{h}^{*} V . V(x)$ is a bounded operator and similarly as in the previous case, $\Phi V \Phi^{*}=\int_{Y} V_{y} \mathrm{~d} y$, where $V_{y}$ is the formally the same operator acting on $\mathcal{H}_{y}$.

Then also $U(t)=\exp \left(-\frac{i}{\hbar} H t\right)$ is decomposable under the direct integral and $\Phi U(t) \Phi^{*}=\int_{Y} U_{y}(t) \mathrm{d} y . U_{y}$ is the propagator corresponding to $H_{y}$ for almost all $y$.

### 4.3 The Schwartz kernel theorem

Theorem 27 (Schwartz kernel theorem, [Hor]). Let $\mathcal{K} \in \mathcal{D}^{\prime}\left(X_{1} \times X_{2}\right)$. Then by the equation

$$
\begin{equation*}
\langle K \phi, \psi\rangle=\mathcal{K}(\psi \otimes \phi), \psi \in C_{0}^{\infty}\left(X_{1}\right), \phi \in C_{0}^{\infty}\left(X_{2}\right) \tag{4.36}
\end{equation*}
$$

is defined a linear map $K: C_{0}^{\infty}\left(X_{2}\right) \rightarrow \mathcal{D}^{\prime}\left(X_{1}\right)$ which is continuous in the sense that $K \phi_{j} \rightarrow 0$ in $\mathcal{D}^{\prime}\left(X_{1}\right)$ if $\phi_{j} \rightarrow 0$ in $C_{0}^{\infty}\left(X_{2}\right)$. Conversely, to every such linear map $K$ there is one and only one distribution $\mathcal{K}$ such that (4.36) is valid. One calls $\mathcal{K}$ the kernel of $K$.

For the existence of the kernel for the propagator defined on $L^{2}(\tilde{M}, \mathrm{~d} \mu)$ we use the following reformulation of the Schwartz kernel theorem:
Theorem 28. Let $B \in \mathcal{B}\left(L^{2}(\tilde{M}, d \mu)\right)$, then there exists one and only one $\beta \in \mathcal{D}^{\prime}(\tilde{M} \times \tilde{M})$ such that $\beta\left(\bar{\phi}_{1} \otimes \phi_{2}\right)=\left\langle\phi_{1}, B \phi_{2}\right\rangle$ for $\forall \phi_{1}, \phi_{2} \in C_{0}^{\infty}(\tilde{M})$. Moreover the map $B \rightarrow \beta$ is an injection.

Proof. The proof follows directly from the fact, that $B$ restricted to $C_{0}^{\infty}(\tilde{M})$ is continuous as the function $B: C_{0}^{\infty}(\tilde{M}) \rightarrow L^{2}(\tilde{M}, \mathrm{~d} \mu)$. Because $C_{0}^{\infty}(\tilde{M})$ is dense in $L^{2}(\tilde{M}, d \mu)$ and $I: L^{2}(\tilde{M}, d \mu) \rightarrow \mathcal{D}^{\prime}(\tilde{M})$, where $I$ is the identity map, is continuous, $B: C_{0}^{\infty}(\tilde{M}) \rightarrow \mathcal{D}^{\prime}(\tilde{M})$ is continuous and there exists unique $\beta$ from the previous theorem satisfying the above equation.

Distribution $\delta(x-y)$ is the kernel for the identity perator $I$ :

$$
\begin{equation*}
\delta(x-y)\left(\phi_{1}(x) \otimes \phi_{2}(y)\right)=\left\langle\bar{\phi}_{1}, \phi_{2}\right\rangle=\int_{\tilde{M}} \phi_{1}(x) \phi_{2}(x) \mathrm{d} \mu(x) . \tag{4.37}
\end{equation*}
$$

To obtain the kernel in case of $U_{y}(t)$, we use the following mapping $\tilde{\Phi}$ :

$$
\begin{equation*}
\tilde{\Phi}_{y}: L^{2}(\tilde{M}) \otimes \mathcal{L}_{y} \rightarrow \tilde{\mathcal{H}}_{y}: \tilde{\Phi}_{y}=\sum_{g \in \Gamma} L_{g^{-1}}^{*} \otimes \Lambda(g), \tag{4.38}
\end{equation*}
$$

where

$$
\begin{array}{r}
\tilde{\mathcal{H}}_{y}=\left\{v_{y}: \tilde{M} \rightarrow \mathcal{L}_{y}, \text { such that } \Lambda_{y}(g) v_{y}(x)=v_{y}(g \cdot x), \forall g \in \Gamma,\right. \\
\left.\int_{M}\left\|v_{y}(x)\right\|_{\mathcal{L}_{y}}^{2} \mathrm{~d} \mu<\infty\right\} \tag{4.39}
\end{array}
$$

The generalized kernel for $U_{y}(t)$ would be

$$
\begin{equation*}
K_{t}^{y}(x, z) \in \mathcal{D}^{\prime}(\tilde{M} \times \tilde{M}) \otimes \mathcal{B}\left(\mathcal{L}_{y}\right) \tag{4.40}
\end{equation*}
$$

defined by

$$
\begin{equation*}
\left\langle u_{1},\left(K_{t}^{y}(x, z), \bar{\psi}_{1}(x) \psi_{2}(z)\right) u_{2}\right\rangle_{\mathcal{L}_{y}}=\left\langle\tilde{\Phi}_{y}\left(\psi_{1} \otimes u_{1}\right), \tilde{U}_{y}(t) \tilde{\Phi}_{y}\left(\psi_{2} \otimes u_{2}\right)\right\rangle_{\tilde{\mathcal{H}}_{y}}( \tag{4.41}
\end{equation*}
$$

where $\Phi U(t) \Phi^{*}=\int_{Y} U_{y}(t)=\int_{Y} \mathcal{L}_{y}^{*} \otimes \tilde{U}_{y}(t)$.
Let $\left\{u_{n}^{y}\right\}_{n \in N},\left\{\phi_{n}^{y}\right\}_{n \in N}$ be mutually dual orthonormal basis of $\mathcal{L}_{y}, \mathcal{L}_{y}^{*}$ respectively. Then if $A \in \mathcal{H}_{y}$, then $A(x)=\sum_{n} \phi_{n}^{y} \otimes A(x) u_{n}^{y}=\sum_{n} \phi_{n}^{y} \otimes A_{n}^{y}(x)$ and $A_{n}^{y} \in \tilde{\mathcal{H}}_{y}$. Then if $f \in C_{0}^{\infty}(\tilde{M})$ we have

$$
\begin{equation*}
\Phi_{y} f=\sum_{n} \phi_{n}^{y} \otimes\left(\tilde{\Phi}_{y} f \otimes u_{n}^{y}\right) . \tag{4.42}
\end{equation*}
$$

Then

$$
\left(\mathcal{K}_{t}(x, z), \bar{\psi}_{1}(x) \psi_{2}(z)\right)=\left\langle\psi_{1}, U(t) \psi_{2}\right\rangle
$$

$$
\begin{array}{r}
=\left\langle\Phi \psi_{1}, \Phi U(t) \Phi^{-1} \Phi \psi_{2}\right\rangle_{\int_{Y} \mathcal{H}_{y}} \\
=\left\langle\Phi \psi_{1}, \int_{Y} I_{y} \otimes \tilde{U}_{y}(t) \mathrm{d} y \Phi \psi_{2}\right\rangle=\int_{Y}\left\langle\Phi_{y} \psi_{1}, I_{y} \otimes \tilde{U}_{y}(t) \Phi_{y} \psi_{2}\right\rangle_{\mathcal{H}_{y}} \mathrm{~d} y \\
=\int_{Y}\left\langle\sum_{n} \phi_{n}^{y} \otimes \tilde{\Phi}_{y}\left(\psi_{1} \otimes u_{n}^{y}\right), \sum_{k} I_{y} \phi_{k}^{y} \otimes \tilde{U}_{y}(t) \tilde{\Phi}_{y}\left(\psi_{2} \otimes u_{n}^{y}\right)\right\rangle \mathrm{d} y \\
=\int_{Y} \sum_{n}\left\langle\tilde{\Phi}_{y} \psi_{1} \otimes u_{n}^{y}, \tilde{U}_{y}(t) \tilde{\Phi}_{y} \psi_{2} \otimes u_{n}^{y}\right\rangle \mathrm{d} y \\
=\int_{Y} \sum_{n}\left\langle u_{n}^{y},\left(\mathcal{K}_{t}^{y}(x, z), \bar{\psi}_{1}(x) \psi_{2}(z)\right) u_{n}^{y}\right\rangle \mathcal{L}_{y} \mathrm{~d} y \\
=\int_{Y} \operatorname{tr}_{y}\left[\mathcal{K}_{t}^{y}(x, z), \bar{\psi}_{1}(x) \psi_{2}(z)\right] \mathrm{d} y \tag{4.43}
\end{array}
$$

## Chapter 5

## Schulman ansatz

Schulman ansatz gives a relation between two operators which are formally the same, but are defined on two different Hilbert spaces. Let $\tilde{M}$ be simply connected and locally linearly connected Riemann manifold with $\Gamma$-invariant Riemann metric. Let $\Gamma$ be at most countable discrete group acting freely on $\tilde{M} .{ }^{1}$ We also suppose that the action of $\Gamma$ is properly discontinuous. Let $M=\Gamma \backslash \tilde{M}$, then $\pi_{1}(M)=\Gamma$. Let us further suppose that $\Gamma$ is of Type I.

One of the Hilbert spaces is the space of $L^{2}(\tilde{M}, \mathrm{~d} \mu), H$ is a Hamiltonian on $L^{2}(\tilde{M})$ which is $\Gamma$-invariant ${ }^{2}, U(t)$ is the corresponding propagator, it means

$$
\begin{equation*}
U(t)=\exp \left(-\frac{i}{\hbar} H t\right) \tag{5.1}
\end{equation*}
$$

$U(t)$ is a bounded operator on $L^{2}(\tilde{M})$ and it is possible to use the Schwartz kernel theorem to find the kernel $K_{t}(x, y)$ of $U(t)$. The second Hilbert spaces is the space of $\Lambda_{y}$-equivariant functions with values in $\mathcal{L}_{y}$ defined in the previous chapter as $\tilde{\mathcal{H}}_{y}$. Let $H_{y}$ be formally the same Hamiltonian on $\tilde{\mathcal{H}}_{y}$, $\tilde{U}_{y}(t)$ its propagator(see the previous chapter).

Remark 8. $U(t)$, resp. $\tilde{U}_{y}(t)$ is in both cases unitary operator, $\{U(t)\}_{t}$ is one parametric group with properties

$$
\begin{align*}
U(t) U(s) & = & U(t+s), \\
U(t)^{-1} & = & U(-t), \\
U(0) & = & 1 . \tag{5.2}
\end{align*}
$$

[^0]Let $K_{t}$, resp. $K_{t}^{y}$ be the kernel of operator $U(t)$, resp. $\tilde{U}_{y}(t)$.
Formally in case of abelian groups, Schulmann ansatz proposes, that

$$
\begin{equation*}
K_{t}^{\chi}(x, z)=\int_{\Gamma} \chi\left(g^{-1}\right) K_{t}(g \cdot x, z) \mathrm{d} g . \tag{5.3}
\end{equation*}
$$

It means that for $\varphi, \psi \in C_{0}^{\infty}(\tilde{M})$

$$
\left\langle\Phi \psi(x), \tilde{U}_{\chi}(t) \Phi \varphi(x)\right\rangle_{\mathcal{H}_{\chi}}=\int_{\Gamma} \chi\left(g^{-1}\right)\langle\psi(x), U(t) \varphi(g \cdot x)\rangle_{L^{2}(\tilde{M})} \mathrm{d} g,
$$

for almost all $\chi$.
If $\Gamma$ is a locally compact group of Type I the Schulman ansatz reformulates

$$
\begin{equation*}
\left(K_{t}^{y}(x, z), \bar{\psi}_{1}(x) \psi_{2}(z)\right)=\sum_{g \in \Gamma} \Lambda\left(g^{-1}\right)\left(K_{t}(g \cdot x, z), \bar{\psi}_{1}(x) \psi_{2}(z)\right) . \tag{5.4}
\end{equation*}
$$

### 5.1 Proof of the Schulman ansatz

Lemma 3. $\operatorname{tr}_{y}\left[\left(K_{t}^{y}(x, z), \bar{\psi}_{1}(x) \psi_{2}(z)\right)\right] \in L^{1}(Y, d y)$
Proof. From the previous:

$$
\begin{array}{r}
\left|\operatorname{tr}_{y}\left[\left(K_{t}^{y}(x, z), \bar{\psi}_{1}(x) \psi_{2}(x)\right)\right]\right| \\
=\left|\left\langle\Phi_{y} \psi_{1}, I \otimes \tilde{U}_{y}(t) \Phi_{y} \psi_{2}\right\rangle_{\mathcal{H}_{y}}\right| \leq\left\|\Phi_{y} \psi_{1}\right\|_{\mathcal{H}_{y}}\left\|\Phi \psi_{2}\right\|_{\mathcal{H}_{y}} . \tag{5.5}
\end{array}
$$

Then

$$
\begin{array}{r}
\int_{Y}\left|\operatorname{tr}_{y}\left[K_{t}^{y}(x, z), \bar{\psi}_{1}(x) \psi_{2}(z)\right]\right| \mathrm{d} y \leq \int_{Y}\left\|\Phi_{y} \psi_{1}\right\|_{\mathcal{H}_{y}}\left\|\Phi \psi_{2}\right\|_{\mathcal{H}_{y}} \mathrm{~d} y \\
\leq\left(\int_{Y}\left\|\Phi_{y} \psi_{1}\right\|_{\mathcal{H}_{y}}^{2} \mathrm{~d} y\right)^{\frac{1}{2}}\left(\int_{Y}\left\|\Phi_{y} \psi_{2}\right\|_{\mathcal{H}_{y}}^{2} \mathrm{~d} y\right)^{\frac{1}{2}} \\
=\left\|\Phi \psi_{1}\right\|\left\|\Phi \psi_{2}\right\|=\left\|\psi_{1}\right\|_{L^{2}(\tilde{M})}\left\|\psi_{2}\right\|_{L^{2}(\tilde{M})}<\infty . \tag{5.6}
\end{array}
$$

Lemma 4. $K_{t}^{y}(g \cdot x, z)=\Lambda(g) K_{t}^{y}(x, z)$
Proof.

$$
\begin{align*}
& \left\langle u_{1},\left(K_{t}^{y}(g \cdot x, z), \bar{\psi}_{1}(x) \psi_{2}(z)\right) u_{2}\right\rangle_{\mathcal{L}_{y}} \\
= & \left\langle u_{1},\left(K_{t}^{y}(x, z), \bar{\psi}_{1}\left(g^{-1} \cdot x\right) \psi_{2}(z)\right) u_{2}\right\rangle_{\mathcal{L}_{y}} \\
= & \left\langle\tilde{\Phi}_{y} L_{g^{-1}}^{*} \psi_{1} \otimes u_{1}, \tilde{U}_{y}(t) \tilde{\Phi}_{y} \psi_{2} \otimes u_{2}\right\rangle_{\mathcal{H}_{y}} \\
= & \left\langle\tilde{\Phi}_{y} \psi_{1} \otimes \Lambda\left(g^{-1}\right) u_{1}, \tilde{U}_{y}(t) \tilde{\Phi}_{y} \psi_{2} \otimes u_{2}\right\rangle_{\mathcal{H}_{y}} \\
= & \left\langle\Lambda\left(g^{-1}\right) u_{1},\left(K_{t}^{y}(x, z), \bar{\psi}_{1}(x) \psi_{2}(z)\right) u_{2}\right\rangle_{\mathcal{L}_{y}} \\
= & \left\langle u_{1}, \Lambda(g)\left(K_{t}^{y}(x, z), \bar{\psi}_{1}(x) \psi_{2}(z)\right) u_{2}\right\rangle_{\mathcal{L}_{y}}, \tag{5.7}
\end{align*}
$$

for $\forall u_{1}, u_{2} \in \mathcal{L}_{y}, \forall \psi_{1}, \psi_{2} \in C_{0}^{\infty}(\tilde{M})$.

Lemma 5. $K(g)=\left(\mathcal{K}_{t}\left(g^{-1} \cdot x, z\right), \bar{\psi}_{1}(x) \psi_{2}(z)\right) \in L^{2}(\Gamma, d g)$
Proof. Let $\psi \in C_{0}^{\infty}(\tilde{M})$, because the action of $\Gamma$ on $\tilde{M}$ is properly discontinuous, then $\psi=\sum_{j=1}^{n} \eta_{j}$, where

$$
\begin{equation*}
\operatorname{supp}\left(L_{g}^{*} \eta_{j}\right) \cap \operatorname{supp} \eta_{j}=\emptyset, \tag{5.8}
\end{equation*}
$$

for $\forall g \in \Gamma, g \neq 1$. Without lost of generality, we can suppose,that $\psi_{1}$ satisfies equation (5.8). Then

$$
\begin{equation*}
\left\|L_{g}^{*} \psi_{1}\right\|_{L^{2}(\tilde{M})}=\left\|\psi_{1}\right\|_{L^{2}(\tilde{M})} . \tag{5.9}
\end{equation*}
$$

So $\left\{\frac{1}{\left\|\psi_{1}\right\|} L_{g}^{*} \psi\right\}_{g \in \Gamma}$ is an orthonormal system in $L^{2}(\tilde{M})$. Then

$$
\begin{align*}
K(g)=\left(K_{t}\left(g^{-1} \cdot x, y\right), \bar{\psi}_{1}(x) \psi_{2}(z)\right)= & \left(\mathcal{K}_{t}(x, z), \overline{L_{g}^{*} \psi_{1}(x)} \psi_{2}(z)\right) \\
& =\left\langle L_{g}^{*} \psi_{1}, U(t) \psi_{2}\right\rangle_{L^{2}(\tilde{M})} \tag{5.10}
\end{align*}
$$

and

$$
\begin{gather*}
\sum_{g \in \Gamma}|K(g)|^{2}=\left\|\psi_{1}\right\|^{2} \sum_{g \in \Gamma}\left|\left\langle\frac{1}{\left\|\psi_{1}\right\|} L_{g}^{*} \psi_{1}, U(t) \psi_{2}\right\rangle\right|^{2} \\
\leq\left\|\psi_{1}\right\|^{2}\left\|U(t) \psi_{2}\right\|^{2}=\left\|\psi_{1}\right\|^{2}\left\|\psi_{2}\right\|^{2}<\infty \tag{5.11}
\end{gather*}
$$

where we have used the Bessel inequality and the fact, that $U(t)$ is an unitary operator.

Lemma 6. Let $L(y)=\left(K_{t}^{y}(x, z), \bar{\psi}_{1}(x) \psi_{2}(z)\right)$. Then $L \in \int_{Y} \mathcal{I}_{2}\left(\mathcal{L}_{y}\right) d y$.
Proof.

$$
\begin{equation*}
\|L(y)\|_{\mathcal{I}_{2}\left(\mathcal{L}_{y}\right)}^{2}=\sum_{j} \sum_{k}\left|\left\langle u_{j},\left(K_{t}^{y}(x, y), \bar{\psi}_{1}(x) \psi_{2}(z)\right) u_{k}\right\rangle_{\mathcal{L}_{y}}\right|^{2}, \tag{5.12}
\end{equation*}
$$

where $\left\{u_{j}\right\}$ is an arbitrary orthonormal base in $\mathcal{L}_{y}$. Then

$$
\begin{align*}
\|L(y)\|_{\mathcal{I}_{2}\left(\mathcal{L}_{y}\right)}^{2}= & \sum_{j} \sum_{k}\left|\left\langle\tilde{\Phi}_{y} \psi_{1} \otimes u_{j}, \tilde{U}_{y}(t) \tilde{\Phi}_{y} \psi_{2} \otimes u_{k}\right\rangle_{\tilde{H}_{y}}\right|^{2} \\
& \leq \sum_{j} \sum_{k}\left\|\tilde{\Phi}_{y} \psi_{1} \otimes u_{j}\right\|_{\tilde{\mathcal{H}}_{y}}^{2}\left\|\tilde{\Phi}_{y} \psi_{2} \otimes u_{k}\right\|_{\tilde{\mathcal{H}}_{y}}^{2} . \tag{5.13}
\end{align*}
$$

Let $\psi_{1}$ and $\psi_{2}$ be such that

$$
\begin{equation*}
\operatorname{supp} L_{g}^{*} \psi_{i} \cap \operatorname{supp} \psi_{i}=\emptyset, g \neq 1 \tag{5.14}
\end{equation*}
$$

Then

$$
\begin{equation*}
\tilde{\Phi}_{y}\left(\psi_{i} \otimes u(x)\right)=\sum_{\Gamma} \psi_{i}\left(g^{-1} \cdot x\right) \Lambda(g) u, \tag{5.15}
\end{equation*}
$$

but the sum is non zero only for at most one $g \in \Gamma$. Thus

$$
\begin{array}{r}
\left\|\tilde{\Phi}_{y}\left(\psi_{i} \otimes u\right)(x)\right\|_{\mathcal{L}_{y}}^{2}=\sum_{g \in \Gamma}\left|\psi_{i}(g \cdot x)\right|^{2}\|\Lambda(g) u\|_{\mathcal{L}_{y}}^{2} \\
\left\|\tilde{\Phi}_{y} \psi_{i} \otimes u\right\|_{\tilde{\mathcal{H}}_{y}}^{2}=\int_{D} \sum_{g \in \Gamma}\left|\psi_{i}(g \cdot x)\right|^{2}\|u\|_{\mathcal{L}_{y}}^{2} \mathrm{~d} \mu \\
=\left\|\psi_{i}\right\|_{L^{2}(\tilde{M})}\|u\|_{\mathcal{L}_{y}}^{2} . \tag{5.16}
\end{array}
$$

Then the inequality (5.13) leads to

$$
\begin{array}{r}
\|L(y)\|_{\mathcal{I}_{2}\left(\mathcal{L}_{y}\right)}^{2} \leq \sum_{j} \sum_{k}\left\|u_{j}\right\|^{2}\left\|u_{k}\right\|^{2}\left\|\psi_{1}\right\|_{L^{2}(\tilde{M})}^{2}\left\|\psi_{2}\right\|_{L^{2}(\tilde{M})}^{2} \\
=\left(\operatorname{dim} \mathcal{L}_{y}\right)^{2}\left\|\psi_{1}\right\|_{L^{2}(\tilde{M})}^{2}\left\|\psi_{2}\right\|_{L^{2}(\tilde{M})}^{2} . \tag{5.17}
\end{array}
$$

The assumption that $\Gamma$ is of Type I assures, that $\operatorname{dim} \mathcal{L}_{y}$ is finite and it is uniformally bounded for $y \in Y$. Further the measure of $Y$ is finite, so

$$
\begin{equation*}
\|L\|^{2}=\int_{Y}\|L(y)\|_{\mathcal{I}_{2}\left(\mathcal{L}_{y}\right)}^{2} \mathrm{~d} y \leq \text { const.measure of } Y<\infty . \tag{5.18}
\end{equation*}
$$

Equation (4.43) implies that

$$
\begin{array}{r}
K(g)=\left(K_{t}\left(g^{-1} x, z\right), \bar{\psi}_{1}(x) \psi_{2}(z)\right)=\int_{Y} \operatorname{tr}_{y}\left[K_{t}^{y}\left(g^{-1} \cdot x, z\right), \bar{\psi}_{1}(x) \psi_{2}(z)\right] \mathrm{d} y \\
=\int_{Y} \operatorname{tr}_{y}\left[\Lambda\left(g^{-1}\right) K_{t}^{y}(x, z), \bar{\psi}_{1}(x) \psi_{2}(z)\right] \mathrm{d} y=F_{g}^{*} L .
\end{array}
$$

We have thus prooved that

$$
\begin{equation*}
K(g)=F_{g}^{*} L \tag{5.19}
\end{equation*}
$$

and because of the two previous lemmas, we can conclued that the Schulman ansatz in our notation reformulates

$$
\begin{equation*}
L(y)=F_{y} K \tag{5.20}
\end{equation*}
$$

It means

$$
\begin{equation*}
\left(K_{t}^{y}(x, y), \bar{\psi}_{1}(x) \psi_{2}(z)\right)=\sum_{g \in \Gamma} \Lambda(g)\left(K_{t}\left(g^{-1} . x, z\right), \bar{\psi}_{1}(x) \psi_{2}(z)\right) \tag{5.21}
\end{equation*}
$$

for almost all $y$.

## Chapter 6

## Aharonov-Bohm Effect with two vortices

We consider a non-relativistic particle moving in the external gauge field with the flux concentrated in two infinitely thin parallel solenoids. Outer the solenoids the flux vanishes. Even though the particles do not pass throw the field, they are influenced by this field. In the idealized setup, the configuration space is $M=R^{2}-\{a, b\}$ and the gauge field strength $F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}+\left[A_{\mu}, A_{\nu}\right]$ vanishes on $M$. All gauge fields $A_{\mu}$ with vanishing field strength on some configuration space $M$ are in correspondence with unitary representation $\Lambda$ on the group $\Gamma=\pi_{1}\left(M, x_{1}\right)$.

For the computation of the kernel, we will use the universal covering space $\tilde{M}, \Gamma \backslash \tilde{M}=M . \tilde{\mathcal{H}}_{y}$ is the Hilbert space of $\Lambda$ equivariante functions defined on $\tilde{M}$.

The goal of this chapter is to prove the formula for the propagator on $\tilde{\mathcal{H}}_{y}$ using the Schulman ansatz.

First of all, we must find the formula for the propagator on the universal covering space $\tilde{M}$.

The Aharonov-Bohm Hamiltonian acts in $L^{2}\left(R^{2}, \mathrm{~d}^{2} x\right)$ and it is the self adjoint operator

$$
\begin{equation*}
H=-\Delta_{L B} \tag{6.1}
\end{equation*}
$$

with the domain determined by the boundary conditions on the cuts $L_{a}, L_{b}$ introduced below.

Without lost of generality we chose $a=(0,0), b=(\rho, 0)$, and let $L_{a}, L_{b}$ be two half lines $L_{a}=(1,0) t, t \in(-\infty, 0], L_{b}=(1,0) t, t \in[b, \infty)$. Then $M-\left\{L_{a}, L_{b}\right\}$ is a fundamental domain. We introduce two polar coordinates with respect to the points $a$ and $b$, then $\varphi_{a}= \pm \pi$, resp. $\varphi_{b}= \pm \pi$ corresponds to $L_{a}$, resp. $L_{b}$. The boundary of the fundamental domain consists of points
$a, b$, four half lines (two sides of $L_{a}$, two sides of $L_{b}$ ) and two $\infty$. The fundamental domain will be denoted by $D=(a, b)$. Copies of $a, b$ will be denoted by $A$., $B$. One obtains the universal covering spaces by patching together the fundamental domains along four halflines with four other sheets, $\tilde{M}=\cup_{i, j} D\left(A_{j}, B_{i}\right)$ where $\operatorname{dist}\left(A_{j}, B_{i}\right)=\rho$. For simplicity we will add to the universal covering space the copies of $a$ and $b$, the set of all these points will be denoted by $\mathcal{C}$ and this set is at most countable

In the following $\chi\left(x_{1}, x_{2}\right)$ is the function characterizing the property that $x_{1}, x_{2}$ can be connected with a finite geodesic. Two points can be connected with a finite geodesic if $\left|\varphi_{a}^{1}-\varphi_{a}^{2}\right|<\pi$ and $\left|\varphi_{b}^{1}-\varphi_{b}^{2}\right|<\pi . \quad \chi(A, x)=1$ if $x \in \bigcup_{i} D\left(A, B_{i}\right)$ and similarly for the copies of $b$.

For simplicity we define

$$
\begin{array}{r}
Z_{t}\left(x, x_{0}\right)=\vartheta(t) \chi\left(x, x_{0}\right) \frac{\mu}{2 \pi \mathrm{i} \hbar t} \exp \left(\frac{\mathrm{i} \mu}{2 \hbar t} \operatorname{dist}^{2}\left(x, x_{0}\right)\right), \\
V\binom{x_{3}, x_{2}, x_{1}}{t_{2}, t_{1}}=\frac{\mathrm{i} \hbar}{\mu}\left(\frac{1}{\theta-\pi+\mathrm{i} \ln \left(\frac{t_{2} r_{1}}{t_{1} r_{2}}\right)}-\frac{1}{\theta+\pi+\mathrm{i} \ln \left(\frac{t_{2} r_{1}}{t_{1} r_{2}}\right)}\right), \tag{6.3}
\end{array}
$$

where $\vartheta$ is the Heaviside step function, $\theta=\angle x_{1} x_{2} x_{3}$ is the oriented angle, $u=$ $\ln \left(t_{2} r_{1} / t_{1} r_{2}\right)$ and $r_{1}=\operatorname{dist}\left(x_{1}, x_{2}\right), r_{2}=\operatorname{dist}\left(x_{2}, x_{3}\right)$. Let $\gamma$ be the sequence $\left(C_{1}, C_{2} \ldots C_{n}\right)$, where $\operatorname{dist}\left(C_{i}, C_{i+1}\right)=\rho$ and $c_{i} \in \mathcal{C}$. In the next two section, we will prove that

$$
\begin{array}{r}
K_{t}\left(x, x_{0}\right)= \\
\sum_{\gamma, n \geq 0} \int_{R^{n+1}} \mathrm{~d} t_{n} \ldots \mathrm{~d} t_{0} \delta\left(t_{n}+\ldots+t_{0}-t\right) V\binom{x, C_{n}, C_{n-1}}{t_{n}, t_{n-1}} \times \\
V\left(\begin{array}{c}
C_{n}, C_{n-1}, C_{n-2} \\
t_{n-1}, t_{n-2} \\
Z_{t_{n}}\left(x, C_{n}\right) Z_{t_{n-1}}\left(C_{n}, C_{n-1}\right) \times Z_{t_{0}}\left(C_{1}, x_{0}\right)
\end{array}\right.
\end{array}
$$

where $\gamma$ runs over all possible sequences of length $n$, is the kernel of the propagator on $\tilde{M}$. First of all, we will prove that

$$
\begin{array}{r}
K_{t}\left(x, x_{0}\right)=Z_{t}\left(x, x_{0}\right)+ \\
\int_{R^{2}} \mathrm{~d} t_{1} \mathrm{~d} t_{0} \delta\left(t_{1}+t_{0}-t\right) V\binom{x, C, x_{0}}{t_{1}, t_{0}} Z_{t_{1}}(x, A) Z_{t_{0}}\left(A, x_{0}\right) \tag{6.5}
\end{array}
$$

is the kernel of the propagator in one solenoid case.

### 6.1 Kernel on $R^{+} \times R$

In this section we will find the kernel of the propagator on the universal covering space corresponding to Aharonov-Bohm effect with one solenoid.

In this case $M=R^{2}-(0,0)$ and $\Gamma=\pi_{1}(M)=Z . \tilde{M}$ is completed with the point $A$, a copy of $(0,0)$. Using polar coordinates $(r, \varphi)$, we can identify fundamental domain with $R^{+} \times(0,2 \pi)$. Universal covering space $\tilde{M}$ can be identified with $R^{+} \times R$. The action of $\Gamma$ is given by $n .(r, \varphi)=(r, \varphi+2 \pi n)$.

We want to prove that

$$
\begin{array}{r}
K_{t}\left(x, x_{0}\right)=Z_{t}\left(x, x_{0}\right)+ \\
\int_{R^{2}} \mathrm{~d} t_{1} \mathrm{~d} t_{0} \delta\left(t_{1}+t_{0}-t\right) V\binom{x, C, x_{0}}{t_{1}, t_{0}} Z_{t_{1}}(x, A) Z_{t_{0}}\left(A, x_{0}\right) \tag{6.6}
\end{array}
$$

is the kernel of the free propagator on the universal covering space $\tilde{M}$. It means to prove that

$$
\begin{equation*}
\left(\mathrm{i} \hbar \frac{\partial}{\partial t}+\frac{\hbar^{2}}{2 \mu} \Delta_{L B}\right) \vartheta(t) K_{t}\left(x, x_{0}\right)=\mathrm{i} \hbar \delta(t) \delta\left(x, x_{0}\right) . \tag{6.7}
\end{equation*}
$$

In other words it means

$$
\begin{align*}
\lim _{t \rightarrow 0_{+}} K_{t}\left(x, x_{0}\right) & =\delta\left(x, x_{0}\right)  \tag{6.8}\\
\left(\mathrm{i} \hbar \frac{\partial}{\partial t}+\frac{\hbar^{2}}{2 \mu} \Delta_{L B}\right) K_{t}\left(x, x_{0}\right) & =0, \text { for } t>0 \tag{6.9}
\end{align*}
$$

on $R^{+} \times R$.
First of all let us mention that $Z_{t}\left(x, x_{0}\right)$, up to the term $\chi\left(x, x_{0}\right)$, is kernel of the free propagator on $R^{2}$. It is true that

$$
\begin{array}{r}
\left(\mathrm{i} \hbar \frac{\partial}{\partial t}+\frac{\hbar^{2}}{2 \mu} \Delta_{L B}\right) Z_{t}\left(x, x_{0}\right)= \\
\frac{\mathrm{i} \hbar}{4 \pi t} \exp \left(\frac{\mathrm{i} \mu}{2 \hbar t} \operatorname{dist}\left(x, x_{0}\right)^{2}\right)\left(\partial_{\vec{n}} \delta_{L_{+}}+\partial_{\vec{n}} \delta_{L_{-}}\right) \tag{6.10}
\end{array}
$$

where $\delta_{L_{+}}$, resp. $\delta_{L_{-}}$are distributions defined by

$$
\begin{equation*}
\left\langle\delta_{L_{+}}, \psi(r, \varphi)\right\rangle=\int_{0}^{\infty} \psi\left(r, \pi_{+}\right) r \mathrm{~d} r \tag{6.11}
\end{equation*}
$$

resp.

$$
\left\langle\delta_{L_{-}}, \psi(r, \varphi)\right\rangle=\int_{0}^{\infty} \psi\left(r, \pi_{-}\right) r \mathrm{~d} r .
$$

It holds true for any $f(t) \in C^{1}\left(\bar{R}_{+}\right)$,

$$
\left(i \partial_{t}+\frac{1}{4}\left(\partial_{r}^{2}+\frac{1}{r} \partial_{r}+\frac{1}{r^{2}} \partial_{\theta}^{2}\right)\right) \times
$$

$$
\begin{array}{r}
\int_{0}^{t} \frac{1}{\theta+\mathrm{i} \ln \left(\frac{(t-s) r_{0}}{s r}\right)} \frac{1}{t-s} \exp \left(\frac{\mathrm{i} r^{2}}{t-s}\right) f(s) \mathrm{d} s \\
=\frac{\pi r_{0}}{2 r^{2}\left(r+r_{0}\right)} \exp \left(\mathrm{i}\left(r+r_{0}\right) \frac{r}{t}\right)\left[f\left(\frac{t r_{0}}{r+r_{0}}\right) \delta^{\prime}(\theta)-\right. \\
\left.\mathrm{i} \frac{r}{r+r_{0}}\left(\left(1+\mathrm{i} \frac{r_{0}\left(r+r_{0}\right)}{t}\right) f\left(\frac{t r_{0}}{r+r_{0}}\right)+\frac{t r_{0}}{r+r_{0}} f^{\prime}\left(\frac{t r_{0}}{r+r_{0}}\right)\right) \delta(\theta)\right] . \tag{6.12}
\end{array}
$$

After few transformations we obtain

$$
\begin{array}{r}
\left(i \hbar \partial_{t}+\frac{\hbar^{2}}{2 \mu}\left(\partial_{r}^{2}+\frac{1}{r} \partial_{r}+\frac{1}{r^{2}} \partial_{\theta}^{2}\right)\right) \times \\
\int_{0}^{t} \frac{1}{\theta+\mathrm{i} \ln \left(\frac{(t-s) r_{0}}{s r}\right)} \frac{\hbar}{t-s} \exp \left(\frac{\mathrm{i} r^{2} \mu}{2 \hbar(t-s)}\right) f\left(\frac{2 \hbar s}{\mu}\right) \mathrm{d} s \\
=\frac{\pi r_{0} \hbar^{3}}{r^{2} \mu\left(r+r_{0}\right)} \exp \left(\mathrm{i}\left(r+r_{0}\right) \frac{\mu r}{2 \hbar t}\right)\left[f\left(\frac{2 \hbar t r_{0}}{\mu\left(r+r_{0}\right)}\right) \delta^{\prime}(\theta)-\frac{\mathrm{i} r}{r+r_{0}} \times\right. \\
\left.\left(\left(1+\mathrm{i} \frac{\mu r_{0}\left(r+r_{0}\right)}{2 \hbar t}\right) f\left(\frac{2 \hbar t r_{0}}{\mu\left(r+r_{0}\right)}\right)+\frac{2 \hbar t r_{0}}{\mu\left(r+r_{0}\right)} f^{\prime}\left(\frac{2 \hbar t r_{0}}{\mu\left(r+r_{0}\right)}\right)\right) \delta(\theta)\right] .
\end{array}
$$

Setting $f(u)=\frac{1}{u} \exp \left(\frac{\mathrm{i} r_{0}^{2}}{u}\right)$ we obtain

$$
\begin{array}{r}
\left(i \hbar \partial_{t}+\frac{\hbar^{2}}{2 \mu}\left(\partial_{r}^{2}+\frac{1}{r} \partial_{r}+\frac{1}{r^{2}} \partial_{\theta}^{2}\right)\right) \times \\
\int_{0}^{t} \frac{1}{\theta+\mathrm{i} \ln \left(\frac{(t-s) r_{0}}{s r}\right)} \frac{\hbar}{t-s} \exp \left(\frac{\mathrm{i} r^{2} \mu}{2 \hbar(t-s)}\right) \frac{\mu}{2 \hbar s} \exp \left(\frac{\mathrm{i} r_{0}^{2} \mu}{2 \hbar s}\right) \mathrm{d} s \\
=\frac{\pi r_{0} \hbar^{3}}{r^{2} \mu\left(r+r_{0}\right)} \exp \left(\mathrm{i}\left(r+r_{0}\right) \frac{\mu r}{2 \hbar t}\right)\left[\frac{\mu\left(r+r_{0}\right)}{2 \hbar t r_{0}} \exp \left(\frac{\mathrm{i} r_{0}^{2} \mu\left(r+r_{0}\right)}{2 \hbar t r_{0}}\right) \delta^{\prime}(\theta)-\right. \\
\mathrm{i} \frac{r}{r+r_{0}}\left\{\left(1+\mathrm{i} \frac{\mu r_{0}\left(r+r_{0}\right)}{2 \hbar t}\right) \frac{\mu\left(r+r_{0}\right)}{2 \hbar t r_{0}} \exp \left(\frac{\mathrm{i} r_{0}^{2} \mu\left(r+r_{0}\right)}{2 \hbar t r_{0}}\right)+\right. \\
\left.\left.\frac{2 \hbar t r_{0}}{\mu\left(r+r_{0}\right)}\left(-\frac{\mu^{2}\left(r+r_{0}\right)^{2}}{4 \hbar^{2} t^{2} r_{0}^{2}}-\frac{\mathrm{i} \mu^{3} r_{0}^{2}\left(r+r_{0}\right)^{3}}{8 \hbar^{3} t^{3} r_{0}^{3}}\right) \exp \left(\frac{\mathrm{i} \mu r_{0}^{2}\left(r+r_{0}\right)}{2 \hbar t r_{0}}\right)\right\} \delta(\theta)\right] \\
=\frac{\pi \hbar^{2}}{2 r^{2} t} \exp \left(\frac{\mathrm{i} \mu}{2 \hbar t}\left(r+r_{0}\right)^{2}\right) \delta^{\prime}(\theta)
\end{array}
$$

Using this identity we obtain

$$
\begin{array}{r}
\left(\mathrm{i} \hbar \partial_{t}+\frac{\hbar^{2}}{2 \mu}\left(\partial_{r}^{2}+\frac{1}{r} \partial_{r}+\frac{1}{r^{2}} \partial_{\theta}^{2}\right)\right) \times \\
\iint \mathrm{d} t_{1} \mathrm{~d} t_{0} \delta\left(t_{1}+t_{0}-t\right) V\binom{x, A, x_{0}}{t_{1}, t_{0}} Z_{t_{1}}(x, A) Z_{t_{0}}\left(A, x_{0}\right)
\end{array}
$$

$$
\begin{array}{r}
=\left(\mathrm{i} \hbar \partial_{t}+\frac{\hbar^{2}}{2 \mu}\left(\partial_{r}^{2}+\frac{1}{r} \partial_{r}+\frac{1}{r^{2}} \partial_{\theta}^{2}\right)\right) \times \\
\frac{-\mathrm{i} \mu}{4 \hbar \pi^{2}} \int_{0}^{t}\left[\frac{1}{\theta-\pi+\mathrm{i} \ln \left(\frac{\left(t_{0}-t\right) r_{1}}{t_{0} r_{2}}\right)}-\frac{1}{\theta+\pi+\mathrm{i} \ln \left(\frac{\left(t_{0}-t\right) r_{1}}{t_{0} r_{2}}\right)}\right] \times \\
\frac{1}{\left(t_{0}-t\right) t_{0}} \exp \left(\frac{\mathrm{i} \mu}{2 \hbar t}\left(\frac{r^{2}}{t_{0}-t}+\frac{r_{0}^{2}}{t_{0}}\right)\right) \mathrm{d} t_{0} \\
=\frac{\mathrm{i} \hbar}{4 r^{2} t \pi} \exp \left(\frac{\mathrm{i} \mu}{2 \hbar t}\left(r+r_{0}\right)^{2}\right)\left(\delta^{\prime}(\theta-\pi)-\delta^{\prime}(\theta+\pi)\right) . \tag{6.13}
\end{array}
$$

Finally using the formula ${ }^{1}$

$$
\begin{equation*}
\frac{1}{r^{2}} \delta^{\prime}(\theta \mp \pi)= \pm \partial_{\vec{n}} \delta_{L_{ \pm}} \tag{6.14}
\end{equation*}
$$

we obtain (6.9).
Before the justification of (6.8), let us prove the following proposition:
Proposition 8. Let $\psi(x) \in C_{0}^{\infty}(R)$. Then

$$
\int_{0}^{+\infty} \frac{1}{i t} \exp \left(\frac{i}{t} x\right) \psi(x) d x \rightarrow \psi(0), \text { for } t \rightarrow \infty
$$

so

$$
\lim _{t \rightarrow 0} \frac{1}{i t} \exp \left(\frac{i}{t} x\right) \vartheta(x)=\delta(x) \text { in } \mathcal{D}^{\prime}(R)
$$

Proof.

$$
\begin{array}{r}
\lim _{t \rightarrow 0} \int_{0}^{+\infty} \frac{1}{\mathrm{i} t} \exp \left(\frac{\mathrm{i}}{t} x\right) \psi(x) \mathrm{d} x \\
=-\lim _{t \rightarrow 0}\left[\exp \left(\frac{\mathrm{i}}{t} x\right) \psi(x)\right]_{0}^{+\infty}+\lim _{t \rightarrow 0} \int_{0}^{+\infty} \exp \left(\frac{\mathrm{i}}{t} x\right) \psi^{\prime}(x) \mathrm{d} x \\
=\psi(0)+\lim _{t \rightarrow 0}\left[-\mathrm{i} t \exp \left(\frac{\mathrm{i}}{t} x\right) \psi^{\prime}(x)\right]_{0}^{+\infty}+\lim _{t \rightarrow 0} \int_{0}^{+\infty} \mathrm{i} t \exp \left(\frac{\mathrm{i}}{t} x\right) \psi^{\prime \prime}(x) \mathrm{d} x=\psi(0) .
\end{array}
$$

The equation (6.8) follows from the fact that $Z_{t}\left(x, x_{0}\right)$ is the free propagator, so

$$
\begin{equation*}
\lim _{t \rightarrow 0} Z_{t}\left(x, x_{0}\right)=\delta\left(x, x_{0}\right) \tag{6.15}
\end{equation*}
$$

$$
\int_{R_{+} \times R} \frac{1}{r^{2}} \delta^{\prime}(\theta \mp \pi) \varphi(r, \theta) r \mathrm{~d} r \mathrm{~d} \theta=-\int_{R_{+}} \frac{1}{r} \partial_{\theta} \varphi(r, \pm \pi) \mathrm{d} r=-\int_{L_{ \pm}} \frac{\partial \varphi}{\partial} \mathrm{n} \mathrm{~d} l
$$

This can be also easily proved using the previous proposition. It remains to prove that

$$
\lim _{t \rightarrow 0} \iint \mathrm{~d} t_{1} \mathrm{~d} t_{0} \delta\left(t_{1}+t_{0}-t\right) V\binom{x, A, x_{0}}{t_{1}, t_{0}} Z_{t_{1}}(x, A) Z_{t_{0}}\left(A, x_{0}\right)=0
$$

in $\mathcal{D}^{\prime}(R)$ :

$$
\begin{aligned}
& \lim _{t \rightarrow 0} \iint \mathrm{~d} t_{1} \mathrm{~d} t_{0} \delta\left(t_{1}+t_{0}-t\right) V\binom{x, A, x_{0}}{t_{1}, t_{0}} Z_{t_{1}}(x, A) Z_{t_{0}}\left(A, x_{0}\right) \\
&=- \lim _{t \rightarrow 0} \int_{R^{2}} \mathrm{~d} x \int_{0}^{t} \mathrm{~d} t_{0} \frac{\exp \left(\frac{\mathrm{i} \mu}{2 \hbar}\left(\frac{r^{2}}{t-t_{0}}+\frac{r_{0}^{2}}{t_{0}}\right)\right)}{\theta-\pi+\mathrm{i} \ln \left(\frac{\left(t-t_{0}\right) r_{0}}{t_{0} r}\right)} \frac{\mu^{2}}{4 \pi^{2} \hbar^{2}\left(t-t_{0}\right) t_{0}} \psi(x)+ \\
& \lim _{t \rightarrow 0} \int_{R^{2}} \mathrm{~d} x \int_{0}^{t} \mathrm{~d} t_{0} \frac{\exp \left(\frac{\mathrm{i} \mu\left(\frac{r^{2}}{2 \hbar}\left(\frac{r_{0}^{2}}{t-t_{0}}+\frac{r_{0}^{2}}{t_{0}}\right)\right)}{\theta+\pi+\mathrm{i} \ln \left(\frac{\left(t-t_{0}\right) r_{0}}{t_{0} r}\right)} \frac{\mu^{2}}{4 \pi^{2} \hbar^{2}\left(t-t_{0}\right) t_{0}} \psi(x),\right.}{}=\text {, }
\end{aligned}
$$

where $r=\operatorname{dist}(x,(0,0))$ and $r_{0}=\operatorname{dist}\left(x_{0},(0,0)\right)$.

$$
\begin{array}{r}
\lim _{t \rightarrow 0} \int_{R^{2}} \mathrm{~d} x \int_{0}^{t} \mathrm{~d} t_{0} \frac{\exp \left(\frac{\mathrm{i} \mu}{2 \hbar}\left(\frac{r^{2}}{t-t_{0}}+\frac{r_{0}^{2}}{t_{0}}\right)\right)}{\theta-\pi+\mathrm{i} \ln \left(\frac{\left(t-t_{0}\right) r_{0}}{t_{0} r}\right)} \frac{\mu^{2}}{4 \pi^{2} \hbar^{2}\left(t-t_{0}\right) t_{0}} \psi(x) \\
\quad=\lim _{t \rightarrow 0} \int_{0}^{t} \frac{\mu}{2 \pi \hbar t_{0}} \exp \left(\frac{\mathrm{i} \mu}{2 \hbar} \frac{r_{0}^{2}}{t_{0}}\right) \times \\
\begin{array}{r}
\left(\int_{-\pi}^{\pi} \int_{R} \frac{\exp \left(\frac{\mathrm{i} \mu r^{2}}{2 \hbar\left(t-t_{0}\right)}\right)}{\theta-\pi+\mathrm{i} \ln \left(\frac{\left(t-t_{0}\right) r_{0}}{r t_{0}}\right)} \frac{\mu}{2 \pi \hbar\left(t-t_{0}\right)} \psi(r, \theta) r \mathrm{~d} r \mathrm{~d} \theta\right) \mathrm{d} t_{0} \\
=\lim _{t \rightarrow 0} \int_{0}^{t} \frac{\mu}{2 \pi \hbar t_{0}} \exp \left(\frac{\mathrm{i} \mu}{2 \hbar} \frac{r_{0}^{2}}{t_{0}}\right) F\left(t-t_{0}\right) \mathrm{d} t_{0},
\end{array}
\end{array}
$$

where $F\left(t-t_{0}\right)=\int_{-\pi}^{\pi} \int_{R} \frac{1}{\theta-\pi+\mathrm{i} \ln \left(\frac{\left(t-t_{0}\right) r_{0}}{r t_{0}}\right)} \frac{\mu}{2 \pi \hbar\left(t-t_{0}\right)} \exp \left(\frac{\mathrm{i} \mu r^{2}}{2 \hbar\left(t-t_{0}\right)}\right) \psi(r, \theta) r \mathrm{~d} r \mathrm{~d} \theta$. It is easy to see from proposition 8 that $F(s) \in C^{0}([0,1])$ and that $\lim _{t \rightarrow t_{0}} F(t-$ $\left.t_{0}\right)=0$.

$$
\begin{array}{r}
\lim _{t \rightarrow 0} \int_{0}^{t} \frac{1}{t_{0}} \cos \left(\frac{\mathrm{i}}{t_{0}}\right) F\left(t-t_{0}\right) \mathrm{d} t_{0}=\lim _{t \rightarrow 0} \int_{1 / t}^{+\infty} \frac{1}{s} \cos (\mathrm{i} s) F\left(t-\frac{1}{s}\right) \mathrm{d} s= \\
\left(\lim _{t \rightarrow \infty} \int_{1 / t}^{\left\lceil\frac{1}{2 \pi t}+\frac{1}{4}\right\rceil}+\sum_{k=\left\lceil\frac{1}{2 \pi t}+\frac{1}{4}\right\rceil}^{\infty} \int_{-\frac{\pi}{2}+2 k \pi}^{\frac{\pi}{2}+2 k \pi}+\int_{\frac{\pi}{2}+2 k \pi}^{\frac{3 \pi}{2}+2 k \pi}\right) \frac{1}{s} \cos (\mathrm{i} s) F\left(t-\frac{1}{s}\right) \mathrm{d} s \\
=\lim _{t \rightarrow 0} \int_{1 / t}^{\left\lceil\frac{1}{2 \pi t}+\frac{1}{4}\right\rceil} \frac{1}{s} \cos (\mathrm{i} s) F\left(t-\frac{1}{s}\right) \mathrm{d} s+ \\
\lim _{t \rightarrow 0} \sum_{k=\left\lceil\frac{1}{2 \pi t}+\frac{1}{4}\right\rceil}^{\infty} \int_{-\frac{\pi}{2}+2 k \pi}^{\frac{\pi}{2}+2 k \pi} \cos (\mathrm{i} s)\left(\frac{F\left(t-\frac{1}{s}\right)}{s}-\frac{F\left(t-\frac{1}{s-\pi}\right)}{s-\pi}\right) \mathrm{d} s=0 . \tag{6.16}
\end{array}
$$

Because

$$
\lim _{t \rightarrow 0} \int_{1}^{\left\lceil\left\lceil\frac{1}{2 \pi}+\frac{1}{4}\right\rceil\right.}\left|\frac{1}{s} F\left(t\left(1-\frac{1}{s}\right)\right)\right| \mathrm{d} s=0
$$

and because there exists an integrable majorant, we can change the limit and the integral. The second term

$$
\begin{aligned}
\left.\lim _{t \rightarrow 0} \sum_{k=\left\lceil\frac{1}{2 \pi t}+\frac{1}{4}\right\rceil}^{\infty} \int_{-\frac{\pi}{2}+2 k \pi}^{\frac{\pi}{2}+2 k \pi} \right\rvert\, \cos (\mathrm{i} s) & \left.\left(\frac{F\left(t-\frac{1}{s}\right)-F\left(t-\frac{1}{s-\pi}\right)}{s-\pi}-\frac{F\left(t-\frac{1}{s}\right) \pi}{s(s-\pi)}\right) \right\rvert\, \leq \\
& \lim _{t \rightarrow 0} \int_{\left\lceil\frac{1}{2 \pi t}+\frac{1}{4}\right\rceil}^{+\infty} \frac{C}{s(s-\pi)^{2}}+\frac{C}{s^{2}(s-\pi)^{2}} \mathrm{~d} s=0
\end{aligned}
$$

where we have used that $\left|F\left(t-\frac{1}{s}\right)-F\left(t-\frac{1}{s-\pi}\right)\right| \leq C\left|\frac{1}{s(s-\pi)}\right|$, because $F \in$ $C^{0}([0,1])$.

### 6.2 Kernel on the universal covering space in case of two solenoid Aharonov-Bohm effect

For simplicity, we will use the following notation:

$$
\begin{equation*}
K_{t}\left(x, x_{0}\right)=\sum_{\gamma} K_{t}^{\gamma}\left(x, x_{0}\right), \tag{6.17}
\end{equation*}
$$

where we assume that $\gamma$ runs over all possible sequences $\left(C_{1}, C_{2} \ldots C_{n}\right)$, where $\operatorname{dist}\left(C_{i}, C_{i+1}\right)=\rho$ and all possible length n (will be denoted by $|\gamma|$ ),

$$
\begin{array}{r}
K_{t}^{\gamma}\left(x, x_{0}\right)=\int_{R^{n+1}} \mathrm{~d} t_{n} \ldots \mathrm{~d} t_{0} \delta\left(t_{n}+\ldots+t_{0}-t\right) V\binom{x, C_{n}, C_{n-1}}{t_{n}, t_{n-1}} \times \\
V\left(\begin{array}{c}
C_{n}, C_{n-1}, C_{n-2} \\
t_{n-1}, t_{n-2} \\
Z_{t_{n}}\left(x, C_{n}\right) Z_{t_{n-1}}\left(C_{n}, C_{n-1}\right) \ldots Z_{t_{0}}\left(C_{1}, x_{0}\right)
\end{array} . \times \begin{array}{c}
C_{2}, C_{1}, x_{0} \\
t_{1}, t_{0}
\end{array}\right) \times
\end{array}
$$

and $\gamma$ can be also the empty sequence, in that case $K_{t}^{\gamma}\left(x, x_{0}\right)=Z_{t}\left(x, x_{0}\right)$. We want to proof that $K_{t}\left(x, x_{0}\right)$ is the kernel on $\tilde{M}$ in the case of two solenoid Aharonov-Bohm effect.

Let $x \in \tilde{M}$, then $D(x)=\{y \in \tilde{M} \mid \chi(x, y)=1\}$. The border of $D(x)$ consists of four halflines, each two starting in $A$ (will be noted by $\partial D(x, A)$ ) resp. $B$ (noted by $\partial D(x, B)$ ). If $x$ is one of the copies of $a$ or of $b, x=C_{1}$ then the border of $D\left(C_{1}\right)$ will consist of those $D\left(C_{1}, C\right)$ such that $\operatorname{dist}\left(C_{1}, C\right)=\rho$, so $\partial D\left(C_{1}\right)=\bigcup_{C \in \mathcal{C}, \operatorname{dist}\left(C_{1}, C\right)=\rho} \partial D\left(C_{1}, C\right)$.

Remark 9. If $G=\left\{x \in R^{2}, r>0, \theta \in(-\pi, \pi)\right\}$ then on the border

$$
\begin{equation*}
\frac{\partial}{\partial \vec{n}}= \pm \frac{\partial}{r \partial \theta}, \tag{6.18}
\end{equation*}
$$

$\theta= \pm \pi$ and $\vec{n}$ is the normalized vector.
Remark 10. If $G$ is an open set with piecewise smooth boundary and $f \in$ $C^{2}(G) \cap C^{2}(\tilde{M}-\bar{G}) \cap C^{1} \overline{(M-\bar{G})} \cap C^{1}(\bar{G})$ then in the sense of distributions

$$
\begin{equation*}
\Delta_{L B} f=\left\{\Delta_{L B} f\right\}+\left[\frac{\partial f}{\partial \vec{n}}\right]_{\partial G} \delta_{\partial G}+\frac{\partial}{\partial \vec{n}}\left([f]_{\partial G} \delta_{\partial G}\right) \tag{6.19}
\end{equation*}
$$

We will verify that (6.4) is the kernel on the universal covering space in two steps:

$$
\begin{array}{r}
\left(\mathrm{i} \hbar \partial_{t}+\frac{\hbar^{2}}{2 \mu} \Delta_{L B}\right) K_{t}\left(x, x_{0}\right)=0, \text { for }(t, x) \in(0, \infty) \times \tilde{M} \\
\lim _{t \rightarrow 0_{+}} K_{t}\left(x, x_{0}\right)=\delta\left(x, x_{0}\right) \tag{6.21}
\end{array}
$$

## Verification of (6.20):

Proof for $|\gamma|=0$ :
Then $\gamma=()$.

$$
\begin{equation*}
\left(\mathrm{i} \hbar \partial_{t}+\frac{\hbar^{2}}{2 \mu} \Delta_{L B}\right) \tilde{K}_{t}^{()}\left(x, x_{0}\right)=0 \tag{6.22}
\end{equation*}
$$

for $x \in D\left(x_{0}\right)$. Moreover

$$
\begin{equation*}
\frac{\partial}{\partial \vec{n}} Z_{t}\left(x, x_{0}\right)=0 \tag{6.23}
\end{equation*}
$$

for $x \in \partial D\left(x_{0}\right)$, because $Z_{t}\left(x, x_{0}\right)$ does not depend on the angle.
So

$$
\begin{array}{r}
\left(\mathrm{i} \hbar \partial_{t}+\frac{\hbar^{2}}{2 \mu} \Delta_{L B}\right) \tilde{K}_{t}^{()}\left(x, x_{0}\right) \\
=\left\{\left(\mathrm{i} \hbar \partial_{t}+\frac{\hbar^{2}}{2 \mu} \Delta_{L B}\right) \tilde{K}_{t}^{()}\left(x, x_{0}\right)\right\} \\
-\frac{\hbar^{2} \partial}{2 \mu \partial \vec{n}} \tilde{K}_{t}^{())}\left(x, x_{0}\right) \delta_{\partial G}-\frac{\hbar^{2} \partial}{2 \mu \partial \vec{n}}\left(K_{t}^{()}\left(x, x_{0}\right) \delta_{\partial D\left(x_{0}\right)}\right) \\
=-\frac{\hbar^{2} \partial}{2 \mu \partial \vec{n}}\left(K_{t}^{()}\left(x, x_{0}\right) \delta_{\partial D\left(x_{0}\right)}\right)=T_{1} .
\end{array}
$$

Proof for $|\gamma|=1$ :
Hence $\gamma=(C), C \in \mathcal{C}$. We have

$$
\begin{aligned}
& K_{t}^{\gamma}\left(x, x_{0}\right)=\int_{R} V\binom{x, C, x_{0}}{t-s, s} Z_{t-s}(x, C) Z_{s}\left(C, x_{0}\right) \mathrm{d} s \\
& =\frac{\mu}{4 \pi^{2} \mathrm{i} \hbar} \chi(x, C) \chi\left(C, x_{0}\right) \\
& \int_{0}^{t}\left(\frac{1}{\theta-\pi+\mathrm{i} \ln \left(\frac{(t-s) r_{0}}{s r}\right)}-\frac{1}{\theta+\pi+\mathrm{i} \ln \left(\frac{(t-s) r_{0}}{s r}\right)}\right) \times \\
& \frac{1}{(t-s) s} \exp \left(\frac{\mathrm{i} \mu}{2 \hbar}\left(\frac{r^{2}}{t-s}+\frac{r_{0}^{2}}{s}\right)\right) \mathrm{d} s,
\end{aligned}
$$

where $r=\operatorname{dist}(x, C), r_{0}=\operatorname{dist}\left(C, x_{0}\right), \theta=\angle x_{0} C x$. From one solenoid case, we already know, that just the boundary terms will occur in the final term. The boundary will occur from derivation of $\chi(x, C)$ and from the singularities in $\frac{1}{\theta-\pi+\mathrm{i} \ln \left(\frac{(t-s) r_{0}}{s r}\right)}$, resp. $\frac{1}{\theta+\pi+\mathrm{i} \ln \left(\frac{(t-s) r_{0}}{s r}\right)}$ :

$$
\begin{equation*}
\left(\mathrm{i} \hbar \partial_{t}+\frac{\hbar^{2}}{2 \mu} \Delta_{L B}\right) K_{t}^{\gamma}\left(x, x_{0}\right)=T_{2}+T_{3} \tag{6.24}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{2}=\frac{\hbar^{2} \partial}{2 \mu \partial \vec{n}}\left(K_{t}^{\gamma^{\prime}}\left(x, x_{0}\right) \delta_{\partial D\left(x_{0}, C\right)}\right) \tag{6.25}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{3}=-\frac{\hbar^{2}}{2 \mu}\left(\frac{\partial}{\partial \vec{n}} K_{t}^{\gamma}\left(x, x_{0}\right)\right) \delta_{\partial D(G)}-\frac{\hbar^{2} \partial}{2 \mu \partial \vec{n}}\left(K_{t}^{\gamma}\left(x, x_{0}\right) \delta_{\partial D(C)}\right) . \tag{6.26}
\end{equation*}
$$

The formula for $T_{3}$ follows directly from the generalized equation for $\Delta_{L B}$. Using the formula for the one solenoid case (6.13) we obtain the final term $\left(T_{2}\right)$ coming from the singularities:

$$
\begin{array}{r}
\left(\mathrm{i} \hbar \partial_{t}+\frac{\hbar^{2}}{2 \mu}\left(\partial_{r}^{2}+\frac{1}{r} \partial_{r}+\frac{1}{r^{2}} \partial_{\theta}^{2}\right)\right) \times \\
\frac{-\mathrm{i} \mu}{4 \hbar \pi^{2}} \int_{0}^{t}\left[\frac{1}{\theta-\pi+\mathrm{i} \ln \left(\frac{\left(t_{0}-t\right) r_{1}}{t_{0} r_{2}}\right)}-\frac{1}{\theta+\pi+\mathrm{i} \ln \left(\frac{\left(t_{0}-t\right) r_{1}}{t_{0} r_{2}}\right)}\right] \times \\
\frac{1}{\left(t_{0}-t\right) t_{0}} \exp \left(\frac{\mathrm{i} \mu}{2 \hbar t}\left(\frac{r^{2}}{t_{0}-t}+\frac{r_{0}^{2}}{t_{0}}\right)\right) \mathrm{d} t_{0} \\
=\frac{\mathrm{i} \hbar}{4 r^{2} t \pi} \exp \left(\frac{\mathrm{i} \mu}{2 \hbar t}\left(r+r_{0}\right)^{2}\right)\left(\delta^{\prime}(\theta-\pi)-\delta^{\prime}(\theta+\pi)\right), \tag{6.27}
\end{array}
$$

considering only the cases for which $\chi\left(C, x_{0}\right)=1$. For $\theta= \pm \pi$ we have $r+r_{0}=\operatorname{dist}\left(x, x_{0}\right)$ so after these substitutions one obtains the term:

$$
\begin{array}{r}
T_{2}= \\
\chi\left(C, x_{0}\right) \frac{\mathrm{i} \hbar}{4 r^{2} \pi t} \frac{\partial}{\partial \theta}\left(\exp \left(\frac{\mathrm{i} \mu}{2 \hbar t} \operatorname{dist}\left(x, x_{0}\right)^{2}\right)(\delta(\theta-\pi)-\delta(\theta+\pi))\right) \\
=\frac{\hbar^{2}}{2 \mu} \frac{\partial}{\partial \vec{n}}\left(K_{t}^{\gamma^{\prime}}\left(x, x_{0}\right) \delta_{\partial D\left(x_{0}, C\right)}\right), \tag{6.28}
\end{array}
$$

where

$$
\begin{equation*}
K_{t}^{\gamma^{\prime}}\left(x, x_{0}\right)=\chi\left(x, x_{0}\right) \frac{\mu}{2 \hbar \pi \mathrm{i} t}\left(\exp \left(\frac{\mathrm{i} \mu}{2 \hbar t} \operatorname{dist}^{2}\left(x, x_{0}\right)\right)\right), \gamma^{\prime}=() . \tag{6.29}
\end{equation*}
$$

## Proof for $|\gamma| \geq 2$ :

$\gamma=\left(C_{1}, C_{2}, \ldots, C_{n}\right), n \geq 2, \gamma^{\prime}=\left(C_{1}, C_{2}, \ldots, C_{n-1}\right)$. Then

$$
\begin{array}{r}
=\int_{R^{n}} \mathrm{~d} t_{n-1} \ldots \mathrm{~d} t_{0} V\binom{x, C_{n}, C_{n-1}}{t-\tau, t_{n-1}} Z\left(t-\tau, x, C_{n}\right) F_{\gamma}\left(t_{0}, \ldots, t_{n-1}, x_{0}\right) \\
=\frac{1}{2 \pi} \chi\left(x, C_{n}\right) \int_{R^{n}} \mathrm{~d} t_{n-1} \ldots \mathrm{~d} t_{0} \times \\
\left(\frac{1}{\theta-\pi+\mathrm{i} \ln \left(\frac{(t-\tau) \rho}{t_{n-1} r}\right)}-\frac{1}{\theta+\pi+\mathrm{i} \ln \left(\frac{(t-\tau) \rho}{t_{n-1} r}\right)}\right) \\
\frac{1}{t-\tau} \exp \left(\frac{\mathrm{i}^{2}}{t-\tau}\right) F_{\gamma}\left(t_{0}, \ldots, t_{n-1}, x_{0}\right),
\end{array}
$$

where $\tau=t_{n-1}+\ldots+t_{0}, r=\operatorname{dist}\left(x, C_{n}\right), \theta=\angle C_{n-1} C_{n} x, C_{0}=x_{0}$ and

$$
\begin{equation*}
F_{\gamma}\left(t_{0}, \ldots, t_{n-1}, x_{0}\right)=\prod_{j=0}^{n-2} V\binom{C_{j+2}, C_{j+1}, C_{j}}{t_{j+1}, t_{j}} \prod_{j=0}^{n-1} Z_{t_{j}}\left(C_{j+1}, C_{j}\right) . \tag{6.30}
\end{equation*}
$$

Applying $\left(\mathrm{i} \hbar \partial_{t}+\frac{\hbar^{2}}{2 \mu} \Delta_{L B}\right)$ on $K_{t}^{\gamma}\left(x, x_{0}\right)$ we obtain several boundary terms from derivation of the singularities as in the previous case and from the discontinuity on the boundary of $D\left(x, C_{n}\right)$.

Using the identity

$$
\left(\mathrm{i} \hbar \partial_{t}+\frac{\hbar^{2}}{2 \mu} \Delta_{L B}\right) \frac{1}{\theta-\pi+\mathrm{i} \ln \left(\frac{(t-\tau) r_{0}}{\tau r}\right)} \frac{1}{t-\tau} \exp \left(\frac{\mathrm{i} \mu r^{2}}{2 \hbar(t-\tau)}\right)
$$

$$
\begin{array}{r}
=\frac{\hbar^{2} \pi}{\mu r^{2}} \exp \left(\frac{\mathrm{i} \mu r^{2}}{2 \hbar(t-\tau)}\right) \times \\
\left(\delta\left(t-\frac{\left(r+r_{0}\right) \tau}{r_{0}}\right) \delta^{\prime}(\theta)-\mathrm{i} \frac{\tau r}{r_{0}} \delta^{\prime}\left(t-\frac{\left(r+r_{0}\right) \tau}{r_{0}}\right) \delta(\theta)\right) \tag{6.31}
\end{array}
$$

and the substitution $\tau^{\prime}=t_{n-2}+\ldots+t_{0}$, we obtain

$$
\begin{equation*}
\left(\mathrm{i} \hbar \partial_{t}+\frac{\hbar^{2}}{2 \mu} \Delta_{L B}\right) K_{t}^{\gamma}\left(x, x_{0}\right)=M_{1}+M_{2}+M_{3}+M_{4} \tag{6.32}
\end{equation*}
$$

where

$$
\begin{array}{r}
M_{1}=-\frac{\hbar^{2}}{2 \mu}\left(\frac{\partial}{\partial \vec{n}} K_{t}^{\gamma}\left(x, x_{0}\right)\right) \delta_{\partial D\left(C_{n}\right)}-\frac{\hbar^{2} \partial}{2 \mu \partial \vec{n}}\left(K_{t}^{\gamma}\left(x, x_{0}\right) \delta_{\partial D\left(C_{n}\right)}\right), \\
M_{2}=\frac{\hbar^{2} \rho}{2 \mu r^{2}(r+\rho)} \int_{R^{n}} \mathrm{~d} t_{n-1} \ldots \mathrm{~d} t_{0} \exp \left(\frac{\mathrm{i} \mu r^{2}}{2 \hbar(t-\tau)}\right) F_{\gamma}\left(t_{0}, \ldots, t_{n-1}, x_{0}\right) \times \\
\delta\left(t_{n-1}-\frac{\rho\left(t-\tau^{\prime}\right)}{r+\rho}\right) \delta^{\prime}(\theta-\pi), \\
M_{3}= \\
\frac{\hbar^{2} \rho}{2 \mu r^{2}(r+\rho)} \int_{R^{n}} \mathrm{~d} t_{n-1} \ldots \mathrm{~d} t_{0} \exp \left(\frac{\mathrm{i} \mu r^{2}}{2 \hbar(t-\tau)}\right) F_{\gamma}\left(t_{0}, \ldots, t_{n-1}, x_{0}\right) \times \\
\frac{\mathrm{i} r t_{n-1}}{(r+\rho)} \delta^{\prime}\left(t_{n-1}-\frac{\rho\left(t-\tau^{\prime}\right)}{r+\rho}\right) \delta(\theta-\pi), \\
M_{4}=\frac{\hbar^{2} \rho}{2 \mu r^{2}(r+\rho)} \int_{R^{n}} \mathrm{~d} t_{n-1} \ldots \mathrm{~d} t_{0} \exp \left(\frac{\mathrm{i} \mu r^{2}}{2 \hbar(t-\tau)}\right) F_{\gamma}\left(t_{0}, \ldots, t_{n-1}, x_{0}\right) \times \\
M_{5}=\frac{\hbar^{2} \rho}{2 \mu r^{2}(r+\rho)} \int_{R^{n}} \mathrm{~d} t_{n-1} \ldots \mathrm{~d} t_{0} \exp \left(\frac{\mathrm{i} \mu r^{2}}{2 \hbar(t-\tau)}\right) F_{\gamma}\left(t_{0}, \ldots, t_{n-1}, x_{0}\right) \times \\
\frac{\mathrm{i} r t_{n-1}}{r+\rho} \delta^{\prime}\left(t_{n-1}-\frac{\rho\left(t-\tau^{\prime}\right)}{r+\rho}\right) \delta(\theta+\pi) .
\end{array}
$$

In the following we will use the identities:

- For $t_{n-1}=\rho \frac{t-\tau^{\prime}}{r+\rho}$ and $\theta= \pm \pi$ :

$$
\begin{equation*}
t-\tau=\frac{r\left(t-\tau^{\prime}\right)}{r+\rho} \tag{6.33}
\end{equation*}
$$

- For $t_{n-1}=\rho \frac{t-\tau^{\prime}}{r+\rho}$ and $\theta= \pm \pi$ :

$$
\begin{align*}
& \frac{\rho}{r+\rho} \exp \left(\frac{\mathrm{i} \mu r^{2}}{2 \hbar(t-\tau)}\right) \frac{\mu}{2 \pi \mathrm{i} \hbar t_{n-1}} \exp \left(\frac{\mathrm{i} \mu \rho^{2}}{2 \hbar t_{n-1}}\right) \\
&=\frac{\mu}{2 \pi \mathrm{i} \hbar\left(t-\tau^{\prime}\right)} \exp \left(\frac{\mathrm{i} \mu(r+\rho)^{2}}{2 \hbar\left(t-\tau^{\prime}\right)}\right)=Z\left(t-\tau^{\prime}, x, C_{n-1}\right) . \tag{6.34}
\end{align*}
$$

- For $t_{n-1}=\rho \frac{t-\pi^{\prime}}{r+\rho}$ and $\theta= \pm \pi$ :

$$
\begin{equation*}
V\binom{C_{n}, C_{n-1}, C_{n-2}}{\frac{\rho}{r+\rho} s_{2}, s_{1}}=V\binom{x, C_{n-1}, C_{n-2}}{s_{2}, s_{1}} \tag{6.35}
\end{equation*}
$$

$$
\left.\frac{\partial}{\partial s}\left(\exp \left(\frac{\mathrm{i} \mu r^{2}}{2 \hbar\left(t-\tau^{\prime}-s\right)}\right) \exp \left(\frac{\mathrm{i} \mu \rho^{2}}{2 \hbar s}\right)\right)\right|_{s=\frac{\rho\left(t-\tau^{\prime}\right)}{r+\rho}}=0
$$

and

$$
\begin{equation*}
\left.\exp \left(\frac{\mathrm{i} \mu r^{2}}{2 \hbar\left(t-\tau^{\prime}-s\right)}\right) \exp \left(\frac{\mathrm{i} \mu \rho^{2}}{2 \hbar s}\right)\right|_{s=\frac{\rho\left(t-\tau^{\prime}\right)}{r+\rho}}=\exp \left(\frac{\mathrm{i} \mu(r+\rho)^{2}}{2 \hbar\left(t-\tau^{\prime}\right)}\right) \cdot( \tag{6.36}
\end{equation*}
$$

- For $\theta=\pi$ :

$$
\left.\frac{\partial}{\partial s} V\binom{C_{n}, C_{n-1}, C_{n-2}}{s, t_{n-2}}\right|_{s=\frac{\rho\left(t-\tau^{\prime}\right)}{r+\rho}}=\frac{\mathrm{i}(r+\rho)}{\rho\left(t-\tau^{\prime}\right)} \frac{\partial}{\partial \theta^{\prime}} V\binom{x, C_{n-1}, C_{n-2}}{t-\tau^{\prime}, t_{n-2}}
$$

Then

$$
\begin{array}{r}
M_{2}=\frac{\hbar^{2}}{2 \mu r} \frac{\partial}{\partial \theta}\left(\frac{1}{r} \delta(\theta-\pi) \int_{R^{n-2}} \mathrm{~d} t_{n-2} \ldots \mathrm{~d} t_{0} Z_{t-\tau^{\prime}}\left(x, C_{n-1}\right) \times\right. \\
\left.V\binom{x, C_{n-1}, C_{n-2}}{t-\tau^{\prime}, t_{n-2}} \times F_{\gamma^{\prime}}\left(t_{0}, \ldots, t_{n-2}, x_{0}\right)\right) \\
\quad=\frac{\hbar^{2}}{2 \mu} \frac{\partial}{\partial \vec{n}}\left(K_{t}^{\gamma^{\prime}}\left(x, x_{0}\right) \delta_{\partial D\left(C_{n-1}, C_{n}+\right)}\right) \tag{6.37}
\end{array}
$$

and similarly

$$
\begin{equation*}
M_{4}=\frac{\hbar^{2}}{2 \mu} \frac{\partial}{\partial \vec{n}}\left(K_{t}^{\gamma^{\prime}}\left(x, x_{0}\right) \delta_{\partial D\left(C_{n-1}, C_{n}-\right)}\right) . \tag{6.38}
\end{equation*}
$$

$$
\begin{array}{r}
M_{3}=\frac{\hbar^{2} \rho}{2 \mu \pi(r+\rho)^{2}} \delta(\theta-\pi) \int_{R^{n-1}} \mathrm{~d} t_{n-1} \ldots \mathrm{~d} t_{0} \times \\
\frac{\partial}{\partial s}\left(\exp \left(\frac{\mathrm{i} \mu r^{2}}{2 \hbar\left(t-\tau^{\prime}-s\right)}\right) \exp \left(\frac{\mathrm{i} \mu \rho^{2}}{2 \hbar s}\right) \times\right. \\
\left.V\binom{C_{n-1}, C_{n-2}, C_{n-3}}{s, t_{n-2}} F_{\gamma}^{\prime}\left(t_{0}, \ldots, t_{n-2}, x_{0}\right)\right)\left.\right|_{s=\frac{\rho\left(t-\tau^{\prime}\right)}{r+\rho}} \\
=-\frac{\hbar^{2}}{2 \mu} \frac{\mu}{2 \pi \mathrm{i} \hbar\left(t-\tau^{\prime}\right)} \frac{1}{r(r+\rho)} \delta(\theta-\pi) \frac{\partial}{\partial \theta^{\prime}} \times \\
\left(\int_{R^{n-1}} \mathrm{~d} t_{n-1} \ldots \mathrm{~d} t_{0} \exp \left(\frac{\mathrm{i} \mu(r+\rho)^{2}}{2 \hbar\left(t-\tau^{\prime}\right)}\right) \times\right. \\
V\binom{x, C_{n-1}, C_{n-2}}{t-\tau^{\prime}, t_{n-2}} F_{\left.\gamma^{\prime}\left(t_{0}, \ldots, t_{n-2}, x_{0}\right)\right)}=\frac{\hbar^{2}}{2 \mu} \delta_{\partial D\left(C_{n-1}, C_{n}+\right)} \frac{\partial}{\partial \vec{n}} K_{t}^{\gamma^{\prime}}\left(x, x_{0}\right) .
\end{array}
$$

Similarly

$$
\begin{equation*}
M_{5}=\frac{\hbar^{2}}{2 \mu} \delta_{\partial D\left(C_{n-1}, C_{n}-\right)} \frac{\partial}{\partial \vec{n}} K_{t}^{\gamma^{\prime}}\left(x, x_{0}\right) . \tag{6.40}
\end{equation*}
$$

Finally

$$
\begin{array}{r}
\left(\mathrm{i} \hbar \partial_{t}+\frac{\hbar^{2}}{2 \mu} \Delta_{L B}\right) K_{t}^{\gamma}\left(x, x_{0}\right) \\
=-\frac{\hbar^{2}}{2 \mu}\left(\frac{\partial}{\partial \vec{n}} K_{t}^{\gamma}\left(x, x_{0}\right)\right) \delta_{\partial D\left(C_{n}\right)}-\frac{\hbar^{2} \partial}{2 \mu \partial \vec{n}}\left(K_{t}^{\gamma}\left(x, x_{0}\right) \delta_{\partial D\left(C_{n}\right)}\right)+ \\
\frac{\hbar^{2}}{2 \mu} \delta_{\partial D\left(C_{n-1}, C_{n}\right)} \frac{\partial}{\partial \vec{n}} K_{t}^{\gamma^{\prime}}\left(x, x_{0}\right)+\frac{\hbar^{2}}{2 \mu} \frac{\partial}{\partial \vec{n}}\left(K_{t}^{\gamma^{\prime}}\left(x, x_{0}\right) \delta_{\partial D\left(C_{n-1}, C_{n}\right)}\right) . \tag{6.41}
\end{array}
$$

Finally,

$$
\begin{array}{r}
\left(\mathrm{i} \hbar \partial_{t}+\frac{\hbar^{2}}{2 \mu} \Delta_{L B}\right) K_{t}\left(x, x_{0}\right) \\
\sum_{n \geq 2,|\gamma|=n}\left[-\frac{\hbar^{2}}{2 \mu}\left(\frac{\partial}{\partial \vec{n}} K_{t}^{\gamma}\left(x, x_{0}\right)\right) \delta_{\partial D\left(C_{n}\right)}-\frac{\hbar^{2} \partial}{2 \mu \partial \vec{n}}\left(K_{t}^{\gamma}\left(x, x_{0}\right) \delta_{\partial D\left(C_{n}\right)}\right)+\right.
\end{array}
$$

$$
\begin{aligned}
& \left.\frac{\hbar^{2}}{2 \mu} \delta_{\partial D\left(C_{n-1}, C_{n}\right)} \frac{\partial}{\partial \vec{n}} K_{t}^{\gamma^{\prime}}\left(x, x_{0}\right)+\frac{\hbar^{2}}{2 \mu} \frac{\partial}{\partial \vec{n}}\left(K_{t}^{\gamma^{\prime}}\left(x, x_{0}\right) \delta_{\partial D\left(C_{n-1}, C_{n}\right)}\right)\right]+ \\
& \sum_{|\gamma|=1}\left[\frac{\hbar^{2} \partial}{2 \mu \partial \vec{n}}\left(K_{t}^{\gamma_{0}}\left(x, x_{0}\right) \delta_{\partial D\left(x_{0}, C\right)}\right)-\frac{\hbar^{2}}{2 \mu}\left(\frac{\partial}{\partial \vec{n}} K_{t}^{\gamma_{1}}\left(x, x_{0}\right)\right) \delta_{\partial D(G)}-\right. \\
& \left.\quad \frac{\hbar^{2} \partial}{2 \mu \partial \vec{n}}\left(K_{t}^{\gamma_{1}}\left(x, x_{0}\right) \delta_{\partial D(C)}\right)\right]-\frac{\hbar^{2} \partial}{2 \mu \partial \vec{n}}\left(K_{t}^{()}\left(x, x_{0}\right) \delta_{\partial D\left(x_{0}\right)}\right)=0,
\end{aligned}
$$

where we have used that

$$
\begin{equation*}
\delta_{\partial D\left(x_{0}\right)}=\bigcup_{C \in \mathcal{C}, \chi\left(x_{0}, C\right)=1} \delta_{\partial D\left(x_{0}, C\right)} \tag{6.42}
\end{equation*}
$$

and that

$$
\begin{equation*}
\partial D(C)=\bigcup_{X \in \mathcal{C}, \operatorname{dist}(C, X)=\rho} \partial D(C, X) \tag{6.43}
\end{equation*}
$$

### 6.3 Kernel in case of two solenoid AharonovBohm effect

Applying the Schulman ansatz to the kernel on $\tilde{M}$

$$
\begin{array}{r}
K_{t}\left(x, x_{0}\right)=\sum_{\gamma, n \geq 0} \int_{R^{n+1}} \mathrm{~d} t_{n} \ldots \mathrm{~d} t_{0} \delta\left(t_{n}+\ldots+t_{0}-t\right) V\binom{x, C_{n}, C_{n-1}}{t_{n}, t_{n-1}} \times \\
V\binom{C_{n}, C_{n-1}, C_{n-2}}{t_{n-1}, t_{n-2}} \times \ldots \times V\binom{C_{2}, C_{1}, x_{0}}{t_{1}, t_{0}} \times \\
Z_{t_{n}}\left(x, C_{n}\right) Z_{t_{n-1}}\left(C_{n}, C_{n-1}\right) \times \ldots \times Z_{t_{0}}\left(C_{1}, x_{0}\right),
\end{array}
$$

we obtain

$$
\begin{array}{r}
\sum_{g \in \Gamma} \Lambda\left(g^{-1}, y\right) K_{t}\left(g \cdot x, x_{0}\right) \\
=\sum_{g \in \Gamma} \sum_{\gamma, n \geq 0} \int_{R^{n+1}} \mathrm{~d} t_{n} \ldots \mathrm{~d} t_{0} \delta\left(t_{n}+\ldots+t_{0}-t\right) \Lambda\left(g^{-1}, y\right) \times \\
V\binom{g \cdot x, C_{n}, C_{n-1}}{t_{n}, t_{n-1}} V\binom{C_{n}, C_{n-1}, C_{n-2}}{t_{n-1}, t_{n-2}} \times \ldots \times V\binom{C_{2}, C_{1}, x_{0}}{t_{1}, t_{0}} \times \\
Z_{t_{n}}\left(g \cdot x, C_{n}\right) Z_{t_{n-1}}\left(C_{n}, C_{n-1}\right) \times \ldots \times Z_{t_{0}}\left(C_{1}, x_{0}\right) .
\end{array}
$$

The group $\Gamma$ has two generators, $g_{a}$ rotation around the point $a$ and $g_{b}$ rotation around the point $b . \chi\left(g \cdot x, C_{n}\right)$, where $C_{n}$ is the copy of the point $a$,
is non-null if and only if $g=g_{a}^{n}, n \in Z$ and similarly with the copies of $b$. So the sum reduces to

$$
\begin{array}{r}
\sum_{\gamma, n \geq 0} \sum_{m \in Z} \int_{R^{n+1}} \mathrm{~d} t_{n} \ldots \mathrm{~d} t_{0} \delta\left(t_{n}+\ldots+t_{0}-t\right) \Lambda\left(g_{C_{n}}^{-m}, y\right) \times \\
V\binom{g_{C_{n}}^{m} \cdot x, C_{n}, C_{n-1}}{t_{n}, t_{n-1}} V\binom{C_{n}, C_{n-1}, C_{n-2}}{t_{n-1}, t_{n-2}} \times \ldots \times V\binom{C_{2}, C_{1}, x_{0}}{t_{1}, t_{0}} \times \\
Z_{t_{n}}\left(g_{C_{n}}^{m} \cdot x, C_{n}\right) Z_{t_{n-1}}\left(C_{n}, C_{n-1}\right) \times \ldots \times Z_{t_{0}}\left(C_{1}, x_{0}\right) .
\end{array}
$$

Using the equalities

$$
\begin{array}{r}
\sum_{k \in Z} \exp (2 \pi \mathrm{i} \alpha k)\left(\frac{1}{\theta+2 k \pi-\pi+\mathrm{i} s}-\frac{1}{\theta+2 \pi k+\pi+\mathrm{i} s}\right) \\
=-\sin (\pi \alpha) \int \mathrm{d} \tau \frac{\exp ((\theta+\mathrm{i} s) \tau)}{\sin (\pi(\alpha+\mathrm{i} \tau))} \tag{6.44}
\end{array}
$$

and

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{d} \tau \frac{\exp ((\theta+\mathrm{i} s) \tau)}{\sin (\pi(\alpha+\mathrm{i} \tau))}=2 \frac{\exp (-\alpha(s-\mathrm{i} \theta))}{1+\exp (-s+\mathrm{i} \theta)}, 0<\alpha<1,|\theta|<\pi \tag{6.45}
\end{equation*}
$$

one obtains the formula for the kernel of the Aharonov-Bohm effect with two solenoids on the space of $\Lambda$ equivariant functions. For simplicity, we use only one dimensional unitary representation:

$$
\Lambda\left(g_{a}\right)=\exp (2 \pi \mathrm{i} \alpha), \Lambda\left(g_{b}\right)=\exp (2 \pi \mathrm{i} \beta)
$$

If we want to write the result on the fundamental domain D without using the copies of $a, b$, we sum the result over are possible sequences $\gamma$, such that its projection on the manifold $D$ is the same.

We thus obtain the final result:

$$
\begin{aligned}
& K_{t}^{y}\left(x, x_{0}\right)=\left\{\begin{array}{c}
1 \\
\exp (2 \pi \mathrm{i} \alpha) \\
\exp (2 \pi \mathrm{i} \alpha)
\end{array}\right\} \frac{\mu}{2 \pi \mathrm{i} \hbar t} \exp \left(\mathrm{i} \mu\left|x-x_{0}\right|^{2} / 2 \hbar t\right)-\frac{\sin (\pi \alpha)}{\pi} \times \\
& \int_{-\infty}^{\infty} \mathrm{d} s \frac{\mu}{2 \pi \mathrm{i} \hbar t} \exp \left[\mathrm{i} \mu\left(r^{2}+r_{0}^{2}+2 r r_{0} \cosh (s)\right) / 2 \hbar t\right] \frac{\exp (-\alpha(s-\mathrm{i} \Theta))}{1+\exp (-s+\mathrm{i} \Theta)}+ \\
& \left\{\begin{array}{c}
1 \\
\exp (2 \pi \mathrm{i} \beta) \\
\exp (2 \pi \mathrm{i} \beta)
\end{array}\right\} \frac{\mu}{2 \pi \mathrm{i} \hbar t} \exp \left(\mathrm{i} \mu\left|x-x_{0}\right|^{2} / 2 \hbar t\right)-\frac{\sin (\pi \beta)}{\pi} \times \\
& \int_{-\infty}^{\infty} \mathrm{d} s \frac{\mu}{2 \pi \mathrm{i} \hbar t} \exp \left[\mathrm{i} \mu\left(r^{2}+r_{0}^{2}+2 r r_{0} \cosh (s)\right) / 2 \hbar t\right] \frac{\exp (-\beta(s-\mathrm{i} \Theta))}{1+\exp (-s+\mathrm{i} \Theta)}-
\end{aligned}
$$

$$
\begin{array}{r}
\frac{\mu}{2 \pi \mathrm{i} \hbar t} \exp \left(\frac{\mathrm{i} \mu}{2 \hbar t} \operatorname{dist}\left(x, x_{0}\right)\right)+ \\
\frac{\mu}{2 \pi \mathrm{i} \hbar} \sum_{\gamma, n \geq 2}(-1)^{n} \int_{0}^{\infty} \frac{\mathrm{d} t_{n}}{t_{n}} \ldots \int_{0}^{\infty} \frac{\mathrm{d} t_{0}}{t_{0}} \delta\left(t_{n}+\ldots+t_{0}-t\right) \times \\
\exp \left(\frac{\mathrm{i} \mu}{2 \hbar}\left(\frac{r_{n}^{2}}{t_{n}}+\ldots+\frac{r_{0}^{2}}{t_{0}}\right)\right) S_{\gamma}\left(s, \varphi, \varphi_{0}\right),(6.46) \\
S_{\gamma}\left(s, \varphi, \varphi_{0}\right)=\frac{\sin \left(\pi \sigma_{n}\right)}{\pi} \frac{\exp \left[-\sigma_{n}\left(s_{n}-\mathrm{i} \varphi\right)\right]}{1+\exp \left(-s_{n}+\mathrm{i} \varphi\right)} \frac{\sin \pi \sigma_{n-1}}{\pi} \frac{\exp \left(-\sigma_{n-1} s_{n-1}\right)}{1+\exp \left(-s_{n}\right)} \\
\times \ldots \times \frac{\sin \left(\pi \sigma_{1}\right)}{\pi} \frac{\exp \left[-\sigma_{1}\left(s_{1}-\mathrm{i} \varphi_{0}\right)\right]}{1+\exp \left(-s_{1}+\mathrm{i} \varphi_{0}\right)},(6.47)
\end{array}
$$

where $s_{j}=\ln \left(t_{j} r_{j-1} / t_{j-1} r_{j}\right), 1 \leq j \leq n,\left(r_{n}, \varphi\right),\left(r_{0}, \varphi_{0}\right)$ are the polar coordinates of $x, x_{0}$ with respect to the center $c_{n}, c_{1}, \gamma$ runs over all finite sequences $\gamma=\left\{c_{n}, \ldots, c_{1}\right\}, c_{j}=a$ or $b, c_{j} \neq c_{j+1}, \sigma=\alpha$ ir $\sigma=\beta$ provided $c_{j}=a$ or $c_{j}=b$. The value in the composite brackets depends on whether $\Phi=\varphi-\varphi_{0}$ belongs to the interval $(-\pi, \pi)$ or $(\pi, 2 \pi)$ or $(-2 \pi,-\pi)$.

## Summary

One of the possibilities how to describe quantum mechanics on non-simply connected manifold is to use the Hilbert space of equivariant functions. In this work, there is mainly investigated the proof of the Schulman ansatz, which allowes to derive the kernel of the propagator in this case. For this purpose, the generalize Bloch analysis is formulated and all necessary theorems are proved in case of locally linearly connected manifolds with the fundamental group of Type I. In this case, von Neumann integral decomposes the left regular representation to blocks of equivalent irreducible representations and the Peter-Weyl Plancherel theorem gives the relation between square integrable functions on the group and Hilbert-Schmidt operators defined on the Hilbert spaces corresponding to the irreducible representations. This theorem is necessary for the construction of the Bloch analysis. In the case of locally compact groups of Type I, the inverse Fourier-Stieltejes transformation can be defined and using this mapping I proved the Schulman ansatz with the generalized assumptions.

If we do not suppose that the group is of Type I, several properties are not valid: irreducible representations of such group are not finite dimensional, Peter-Weyl Plancherel theorem holds, but not necessarily only irreducible representations are present in the decompositions, Fourier transformations gives the relation between the $L^{2}(\Gamma)$ and the operators, where the generalized trace can be defined, but generally it is not the ordinary trace which is used in the proof of the theorems of Bloch analysis. Even though, we may suppose, that generalized Bloch analysis may be formulated for some special cases of group, which are not of Type I and in similar cases, Schulman ansatz may be used.

On the example of Aharonov-Bohm effect with two solenoids we can see the use of Schulman ansatz which brings the result very quickly in case of knowledge of the kernel of the propagator defined on $L^{2}(\tilde{M})$. Nevertheless this knowledge is the limitative factor of this method.
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[^0]:    ${ }^{1}$ It means if $g . x=x$ for some $x$, then $g=$ identity in $\Gamma$.
    ${ }^{2} H$ is $\Gamma$-invariant Hamiltonian if $L_{g^{-1}}^{*} H L_{g}^{*}=H$ for all $g \in \Gamma$. If $H=-\Delta_{L B}+V$, where $V$ is $\Gamma$-invariant potential, then $H$ is $\Gamma$-invariant.

