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Abstract. The extended Skyrme-Faddeev model possesses vortex solutions in a (3+1)
dimensional Minkowski space-time with target space CPN . The right choice of the potential
leads to solutions with finite energy per unit of length. Such solutions have a form of waves
propagating along vortices with the speed of light. Some possible applications are considered,
such as the quantization scheme and the vortex-fermion system.

1. Introduction

The Skyrme type model is a large class of soliton models which is based on the non-linear
sigma model in 2 or 3 spatial dimensions. The standard Skyrme model was originated by
T.H.R. Skyrme [1, 2, 3] and it has soliton solutions which describe the hadrons after suitable
quantization scheme [4]. The Skyrme-Faddeev model is a modification of the Skyrme model and
supports the knotted solitons [5] as well as the vortices [6]. The significance of this model has
increased noticeably when it has been conjectured that the model can be seen as a low-energy
effective classical model of the underlying Yang-Mills theory [7, 8]. Remarkably, the exact soliton
(vortex) solution of the model has been found within the integrable sector [9]. It has been shown
that also in the case of the complex projective target space CPN the extended Skyrme-Faddeev
model (in which it has been imposed some special constraints for the parameters of the model)
possesses an exact soliton solutions in the integrable sector [10]. It has not been clear, however,
if the presence of the solutions in the considered model is related to the particular choice of the
coupling constants like in the case of the exact solution or it is rather a general property of the
model. We investigate the existence of the solutions of the model inside/outside the integrable
sector, especially in absence of some particular relations between coupling constants. The key
role is playing by the potential which usually work as a stabilizer for the solution. Many CPN

- type models are usually considered in context of instantons, i.e., the scale invariant solutions.
The potential breaks such invariance and then the stable solutions appear. In the present paper
we construct the potentials for combinations of the positive/negative winding numbers {ni}.

There are several interesting topics related with the present solutions; the collective
coordinate quantizations and the construction of the vortex-fermion systems. As was pointed
out, the solitons describe the particle state after suitable quantization scheme. For the present
model we employ the rotational zero-mode and discuss how the spectrum is estimated. The
problem of the fermion can be more phenomenological. The existence of transverse zero energy
modes of the Dirac equation in the presence of a string can make the string superconducting [11].



We propose two independent coupling scheme for the fermions and check how they work in two
and three spatial dimensions, respectively.

The study of such models is promising and could be important for understanding some aspects
of the strong coupling sector of the Yang-Mills theory.

2. The model

We start with a Skyrme type model

L = −M
2

2
Tr(X−1∂µX)2 +

1

e2
Tr(X−1∂µXX

−1∂νX)2

+
β

2

[
Tr(X−1∂µX)2

]2
+ γ

[
Tr(X−1∂µXX

−1∂νX)
]2 − V (1)

where M is a coupling constant with dimension of mass whereas the coupling constants e−2, β,
γ are dimensionless. The variable X(t, x⃗) is an SU(N + 1)- valued scalar. We shall discuss its
explicit form below. All terms containing derivatives in the Lagrangian (1) possess the global

symmetry SU(N + 1)L × SU(N + 1)R corresponding to transformations X 7→ gLXg
†
R, where

gL, gR are constant elements of SU(N + 1). Such a symmetry originates in the way how the
variable X enters to the Lagrangian. In fact it is independent on particular form of X. One
can make whole Lagrangian (1) invariant under this transformation for appropriate choice of
the potential V . The first term is quadratic in X and corresponds with the Lagrangian of the
CPN model. The quartic term proportional to e−2 is the Skyrme term, and together with the
other quartic terms they support the stability of the solution. Similarly, the form of V is (by
construction) such that it is consistent with the stability requirement. Quite naturally X can

be expressed as X ∼ ξLξ
†
R, where the chiral transformation is given via ξL → ξ′L = gLξL, and

ξR → ξ′R = gRξR.
In this paper we explore solutions with the CPN target space. The standard Skyrme-Faddeev

model on the CP 1 target space is parametrized by a real triplet unit vector n⃗, which has only
two independent degrees of freedom. The target space (coset space) in the case of some higher
dimensional SU(N + 1) Lie groups, i.e. N ≧ 2, can be chosen in several nonequivalent ways.
Recently it has been proposed some formulation of the extended Skyrme-Faddeev model on the
CPN target space [10]. The coset space CPN = SU(N + 1)/SU(N)⊗ U(1) is an example of a
symmetric space and it can be naturally parametrized in terms of so called principal variable

X(g) = gσ(g)−1, g ∈ SU(N + 1) (2)

where σ being the order two automorphism under which the subgroup SU(N)⊗U(1) is invariant
i.e. σ(h) = h for h ∈ SU(N)⊗U(1). The coordinate X(g) defined above satisfies X(gh) = X(g).
The Lagrangian has a global left symmetry such that g → ḡg with ḡ, g ∈ SU(N + 1), which
implies that X → ḡXσ(ḡ)−1 and then X−1∂µX → σ(ḡ)X−1∂µXσ(ḡ)

−1. In addition it has a
right local SU(N)×U(1) symmetry such that g → gk with k ∈ SU(N)×U(1) and g ∈ SU(N+1),
which implies that X is invariant.

There is an additional symmetry X → PX. The prefactor P is a constant, unitary matrix
(in our considerations it is diagonal) and seems to be essentially appeared by a choice
of the gauge ξL, ξR. The standard choice PI = (1N+1×N+1) coincides with definition used in
[10]. On the other hand, if one choose

PH =

(
1N×N 0

0 −1

)



the resulting matrixXH ≡ PHgσ(g)
−1 becomes Hermitian. Notable thing is that both definitions

of P have the same classical solutions because they are concerned with the symmetry of the
model.

2.1. The parametrization
Let us shortly discuss the parametrization of the model. According to the previous paper [10]
one can parametrize the model in terms of N complex fields ui, where i = 1, . . . , N . Assuming
(N + 1)-dimensional defining representation where the SU(N + 1) valued element g is of the
form

g ≡ 1

ϑ

(
∆ i u
i u† 1

)
ϑ ≡

√
1 + u† · u (3)

and where ∆ is the Hermitian N ×N -matrix

∆ij = ϑ δij −
ui u

∗
j

1 + ϑ
which satisfies ∆ · u = u u† ·∆ = u†.

For g given by (3), one can has σ(g) = g−1 [10], and so the principal variable XI(g) := PIgσ(g)
−1

is given by

XI(g) = PIg
2 =

(
1N×N 0

0 −1

)
+

2
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(
−u⊗ u† iu
iu† 1

)
Also for XH(g) := PHgσ(g)

−1 we have

XH(g) = PHg
2 =

(
1N×N 0

0 1

)
+

2

ϑ2

(
−u⊗ u† iu
−iu† −1

)
Apparently the XH is Hermitian while the XI is not.

The Lagrangian (1) reads

L = −1

2

[
M2ηµν + Cµν

]
τνµ − V (4)

where the symbols Cµν and τµν read

Cµν :=M2ηµν −
4

e2

[
(βe2 − 1)τρρ ηµν + (γe2 − 1)τµν + (γe2 + 2)τνµ

]
, (5)

τµν := − 4

ϑ4

[
ϑ2∂νu

† · ∂µu− (∂νu
† · u)(u† · ∂µu)

]
. (6)

We shall discuss the specific form of the potential in the further part of the paper. It is enough
to assume that V = V (u†, u). The variation with respect to u∗i leads to the equations

(1 + u† · u)∂µ(Cµν∂νui)− Cµν

[
(u† · ∂µu)∂νui + (u† · ∂νu)∂µui

]
+
ui
4
(1 + u† · u)2

[
δV

δ|ui|2
+

N∑
k=1

|uk|2
δV

δ|uk|2

]
= 0. (7)

In order to get the result (7) one needs to multiply the equation obtained directly from the

variation with respect to u∗i by the inverse matrix of ∆2
ki i.e. ∆−2

ij = 1
1+u†·u(δij + uiu

†
j). It



leads to the term being a combination of partial derivatives of the potential. We introduce the
dimensionless coordinates (t, ρ, φ, z) defined as

x0 = r0t, x1 = r0ρ cosφ, x2 = r0ρ sinφ x3 = r0z (8)

where the length scale r0 is defined in terms of coupling constants M2 and e2 i.e.

r20 = − 4

M2e2

and the light speed is c = 1 in the chosen unit system. The linear element ds2 reads

ds2 = r20(dt
2 − dz2 − dρ2 − ρ2dφ2).

The family of exact vortex solutions has been found for the model without potential V = 0 where
in addition the coupling constants satisfy the condition βe2+γe2 = 2. The exact solutions have
the form of vortices which depend on some specific combination of the coordinates i.e. one light-
cone coordinate x3+x0 and one complex coordinate x1+ ix2. The functions ui(x

3+x0, x1+ ix2)
satisfy the zero curvature condition ∂µui∂

µuj = 0 for all i, j = 1, . . . , N and therefore one can
construct the infinite set of conserved currents.

The solutions can generally be written such as the form

uj = fj(ρ)e
i(njφ+kjψ(w)) (9)

where ψ(w) is a real function of the light-cone coordinate and fi(ρ) is N -th element set of real
functions. The constants ni form the set of integer numbers and ki are some real constants. The
solutions in the integrable sector is thus holomorphic one

fi(ρ) = ciρ
ni (10)

where ci being complex constants.
We shall use the matrix notation for the convenience therefore we define two diagonal matrices

λ ≡ diag(n1, . . . , nN ), σ ≡ diag(k1, . . . , kN ). (11)

In the matrix form the ansatz reads u = f(ρ) exp [i(λφ+ σψ(w))] where w is either z + t or
z − t. The components of τµν have the following form

τρρ ≡ θ(ρ) = − 4

ϑ4
[
ϑ2 f ′T .f ′ − (f ′T .f)(fT .f ′)

]
τφφ ≡ ω(ρ) = − 4

ϑ4
[
ϑ2 fT .λ2.f − (fT .λ.f)2

]
τφρ = −τρφ ≡ iζ(ρ), ζ(ρ) = − 4

ϑ4
[
ϑ2 f ′T .λ.f − (fT .λ.f)(f ′T .f)

]
τtρ = −τρt ≡ (i∂tψ)ξ(ρ), τzρ = −τρz ≡ (i∂zψ)ξ(ρ), ξ(ρ) = − 4

ϑ4
[
ϑ2 f ′T .σ.f − (fT .σ.f)(f ′T .f)

]
τtφ = τφt ≡ (∂tψ)η(ρ), τzφ = τφz ≡ (∂zψ)η(ρ), η(ρ) = − 4

ϑ4
[
ϑ2 fT .λ.σ.f − (fT .λ.f)(fT .σ.f)

]
τtt ≡ (∂tψ)

2χ(ρ), τzz ≡ (∂zψ)
2χ(ρ)

τtz = τzt ≡ (∂tψ)(∂zψ)χ(ρ), χ(ρ) = − 4

ϑ4
[
ϑ2 fT .σ2.f − (fT .σ.f)(fT .σ.f)

]



where the derivative with respect to ρ has been denoted by d
dρ =′. The equations of motion

written in dimensionless coordinates take the form

(1 + fT .f)

[
1

ρ
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ρ
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]
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4
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[
δṼ

δf2k
+

N∑
i=1

f2i
δṼ
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]
= 0 (12)

for each k = 1, . . . , N , where we have introduced the symbols C̃µν := 1
r20M

2Cµν , and also

Ṽ :=
r20
M2V . These of components C̃µν which appear in the equations of motion read

C̃ρρ = −1 + (βe2 − 1)

(
θ +

ω

ρ2

)
+ (2γe2 + 1)θ

C̃φφ = −ρ2 + ρ2(βe2 − 1)

(
θ +

ω

ρ2

)
+ (2γe2 + 1)ω

C̃φρ = −C̃ρφ = −3iζ . (13)

2.2. The topological property
According to discussions in [12] and also in [10], we can define the topological charge in the
present model. The field ui provide a mapping from x1x2 plane into CPN . However, for the
finiteness of the energy, the field goes to a constant. Then the plane should be compactified into
S2 and the solutions define the mapping S2 → CPN which is classified into the homotopy classes
of π2(CP

N ). There exists a theorem describing in [12], π2(G/H) = π1(H)G where π1(H)G is
the subset of π1(H) formed by closed paths in H which can be contracted to a point in G. Thus,
in the present case, the topological charges are given by

π1(SU(N)⊗ U(1))SU(N+1). (14)

The topological charges are equal to the number of poles of ui, including those at infinity. And
then, it can be obtained as

Qtop = nmax + |nmin| (15)

where the highest positive integer in the set ni, i = 1, 2, · · · , N and nmin is the lowest negative
integer in the same set.

3. The integrable sector and the potential

In [6] the authors argued that exact holomorphic solutions exist in the CP 1 model with
special choice of potential V . We have tried to consider generalization to the CPN case. Until
now, however, we could solve the problem only for a quite limited case i.e., the first K−th
integers ni are equal and the remaining are all zero. The problem we shall solve is essentially an
inverse problem. Therefore, first we assume holomorphic solutions and then explore appropriate
potential which satisfies the equations of motion. We assume the solutions in the form

ui = ciρ
neinφ for i = 1, . . .K

ui = ci for i = K + 1, . . . N
(16)



where ci are complex constants. The solutions satisfy the zero-curvature condition ∂µui∂
µuj = 0.

At least in this special case, the problem can be solved by the method of the separation of
variables. For this reason we introduce the ansatz for potential of the form

V =

(∑K
k=1 |uk|2

)a
Q(|uK+1|2, . . . , |uN |2)

(1 +
∑N

j=1 |uj |2)4

where a is a free constant. Plugging the solution (16) into the Eq.(7), one obtain the set of
equations 1

µ̃2
R(ρ)
ρ4

−
{
a
(∑K

j=1 |uj |2
)a−1

+ (a− 4 +
∑N
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|uk|2
Q

δQ
δ|uk|2

)
(∑K

j=1 |uj |2
)a}

Q = 0

δQ
δ|ui|2 +

∑N
k=K+1 |uk|2

δQ
δ|uk|2

+ (a− 4)Q = 0
(17)

where the symbol R(ρ) reads

R(ρ) = 32(βe2 + γe2 − 2)n4

(
1 +

K∑
k=K+1

c2k

)2
α K∑

k=1

|uk|2 − ϵ

(
N∑
k=1

|uk|2
)2

 ,
and the coefficients α and ϵ have the form

α := 2

(
1− 1

n

)
ϵ :=

2

1 +
∑N

k=K+1 c
2
k

(
1 +

1

n

)
. (18)

The parameter a is fixed as a = α by comparing a power of ρ in the first set of Eq.(17). In order
to satisfy Eq.(17), the function Q has to satisfy the condition[

1

Q

δQ

δ|ui|2

]
|uk|2=c2k

= ϵ for i = K + 1, · · · , N (19)

and the value of µ̃2 is determined in terms of other constants :

µ̃2 = 32(βe2 + γe2 − 2)n4

(∑K
i=1 c

2
i

)2/n (
1 +

∑N
i=K+1 c

2
i

)2
Q(c2K+1, · · · , c2N )

. (20)

Any function Q which satisfies the condition (19) provide a set of analytical solutions. The
simplest example of the integrable potential is

V =

(∑K
i=1 |ui|2

)α (
1 +

∑N
i=K+1 |ui|2

)4−α
(
1 +

∑N
i=1 |ui|2

)4 (21)

with the coefficient

µ̃2 = 32(βe2 + γe2 − 2)n4

(
K∑
i=1

c2i

)2/n(
1 +

N∑
i=K+1

c2i

)−2/n

. (22)

The question whether there exist exact solutions for arbitrary combination of winding numbers
is still an open problem.



4. The typical classical solutions

Eq.(12) is highly nonlinear and therefore we solve it numerically. The standard successive
overrelaxation method is used with a suitable rescaling of the coordinate ρ :=

√
(1− y)/y

(0 ≦ y ≦ 1) and the field fi :=
√

(1− gi)/gi (0 ≦ gi ≦ 1).

4.1. The potential
The key point for the construction of the potential is careful analysis of the vacuum structure of
the field. As a simple example, we start with the CP 1 (O(3)) case. The O(3) σ model is usually
defined as a vectorial triplet n⃗ = (n1, n2, n3) with the constraint n⃗ · n⃗ = 1. The well-known
potential named “old-baby” type, i.e.potential with one vacuum, is of the form [13]

V (n⃗) = (1− n⃗∞ · n⃗) (23)

where n⃗∞ is a vacuum value of the field n⃗ at spatial infinity. For the choice n⃗∞ = (0, 0, 1) the
potential becomes V = (1− n3), which is most well-known and is used.

Generally speaking, a potential can be deduced from the asymptotic structure of solutions
of the model. Moreover, the potential has to have the form such that the model has solutions
for all qualitatively different combinations of the integers (n1, n2). In the following subsections,
we give an explicit form of the potentials for basic combinations of (n1, n2). The crucial point
is that we explore only such potentials that numerical solutions and its analytical counterparts,
both characterised by the same set of winding numbers (n1, n2), have the same asymptotics i.e.
both behave as ∼ (ρn1 , ρn2) at spatial infinity.

4.1.1. The case: n1 > n2 > 0 An assumption that the solution and its holomorphic counterpart
have the same asymptotic behavior at spatial infinity causes that an inverse of the principal
variable X goes to X∞

−1 := diag(−1, 1,−1) for ρ→ ∞, which results in the following expression
for the potential

V (ui) = Tr(1−X∞
−1X) = 4

1 + |u2|2

1 + |u1|2 + |u2|2
. (24)

Note that for ρ → 0 an inverse of the principal variable goes to X−1
0 := diag(1, 1, 1), then the

expression Tr(1−X−1
0 X) can be included as the “new-baby” potential which has two vacua [14].

Finally, the following expression can be considered as a general form of the potential

V = [Tr(1−X−1
0 X)]a[Tr(1−X−1

∞ X)]b

=
(|u1|2 + |u2|2)a(1 + |u2|2)b

(1 + |u1|2 + |u2|2)a+b
=

(f21 + f22 )
a(1 + f22 )

b

(1 + f21 + f22 )
a+b

(25)

where the integers a, b satisfy a ≧ 0, b > 0.

4.1.2. The case: n1 > 0 > n2 Assuming that for n2 < 0 the field u2 behaves at zero as its
holomorphic counterpart i.e. ∼ ρn2 one gets that it tends to diverge as ρ → 0. Then inverse
of the principal variable X goes to X−1

0 := diag(1,−1,−1) for ρ → 0. The general form of the
potential takes the form

V =
(1 + f21 )

a(1 + f2)
b

(1 + f21 + f22 )
a+b

, (26)

where the integers satisfy a ≧ 0, b > 0.
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Figure 1. The plot of the CP 2 density of total energies H (in units of 4M2) for Qtop = 5
for different pairs (n1, n2) and (k1, k2) = (1.0, 1.0). The other parameters are (βe2, γe2, µ̃2) =
(2.0, 2.0, 1.0).

4.1.3. The case: n1, n2 < 0, |n1| > |n2| The asymptotic values of inverse of the principal
variable are given by constant matrices X−1

∞ = diag(1, 1, 1) and X−1
0 = diag(−1, 1,−1). Then

the potential is

V =
(1 + f22 )

a(f21 + f22 )
b

(1 + f21 + f22 )
a+b

(27)

where the integers satisfy a ≧ 0, b > 0.
In Fig.1 we plot some cases of the energy density per unit of length H for Qtop = 5. For

N = 2, it has two core structure where the constituent with the larger winding number ni is
located outward and the lower winding number is inward. It is thus easily see that if n1 ≫ n2
the shape is a single torus, while n1 ∼ n2 it looks like double torus.

In the following sections, we will give some possible applications of the vortex solutions.

5. The quantum state via a rigid body rotation

In this section, we explain a basic idea for quantization of vortices in the CP 2 model.
A standard approach to the quantization of soliton solutions is based on the zero-mode
quantization of the solution as a rigid body [4]. We start with the static case of (9), i.e.,
uj = fj(ρ)e

injφ j = 1, 2. The constants nj are some integers of both signs, however, we can
study only the case n1 > n2 > 0 without loss of generality. We shall work with Hermitian
variable XH which is more convenient to study a problem of rotational zero-modes. In this
section the subscript H is omitted for simplicity.



The Lagrangian (1) has a global SU(3) × SU(3) symmetry corresponding to the
transformation X → AXB†, where A,B ∈ SU(3). Such symmetry is spontaneously broken
to a residual one when Lagrangian is evaluated on solutions. There are two conditions for
having residual symmetry. It must to preserve the topological charge and the asymptotic value
of X i.e. X∞. In terms of the Hermitian principal variable the topological charge is defined as

Qtop =
1

8π

∫
d2xϵijTr(X∂iX∂jX). (28)

In order to preserve the topological charge, the transformation should be diagonal, i.e., A = B.
The asymptotic form of the variable X reads X∞ = diag(−1, 1, 1) according to the leading
behavior of uj at spatial infinity. It follows that the unitary matrix A have to satisfy the
condition

X∞ → AX∞A† = X∞. (29)

If the transformation does not satisfy (29) then the resulting moments of inertia always diverge.
The rotation matrices can be written in terms of the four Euler angles

A = B = e−iλ−α1/2e−iλ7α2/2e−iλ−α3/2e−iλ+α4/2 (30)

where the generators λ− and λ+ are defined as

λ− := −(λ3 −
√
3λ8)/2, λ+ := −(λ3 + λ8/

√
3).

The generators {λ6, λ7, λ−} satisfies the SU(2) algebra and the λ+ commutes with them.
The standard procedure proceeds by promoting the parameter A to the status of dynamical

variables A(t). Then the dynamical ansatz adopted in collective coordinate quantization is

X(r;A(t)) = A(t)X(r)A†(t). (31)

Plugging (31) into the Lagrangian (1) and assuming that A†Ȧ = −iλaΩa/2, where the symbol
Ωa represent the angular velocities, one gets the effective Lagrangian in the form

Leff = −Mcl +
1

2
IabΩ

aΩb a, b = 6, 7,−,+ (32)

where Mcl is the mass of static solution . By virtue of the axial symmetry of solution, we get
the relation I66 = I77 and the off-diagonal components vanish except I+− = I−+. Through
the Legendre transformation, one can derive the quantum Hamiltonian which coincide with the
Hamiltonian of a rotating symmetric top. The following set of eigenfunctions

ψ = Dl
m,−m′(α1, α2, α3)e

iY α4 (33)

diagolalize the Hamiltonian, where Dl
m,−m′(α1, α2, α3) is the SU(2) Wigner D-function. The

energy spectrum is labelled by quantum numbers l, m and Y being eigenvalues of the
Hamiltonian.

6. Fermions coupled with the principal variable

The fermion-vortex system was initially studied by [15]. It was shown that the normalizable
zero-mode of the fermion appears due to the Index theorem. The Lagrangian of such a system
has the form

L = ψ̄iγµ∂µψ − 1

2
igϕψ̄ψc +

1

2
igϕψ̄cψ (34)



where µ = 0, 1, 2, 3 and a superscript c denotes charge conjugation. For the Dirac spinors and
matrices, they keep four-components. However, due to the cylindrical symmetry of the vortex,
there occurs an effective reduction to a two-space, one-time theory. The authors succeeded to find
the analytical zero mode solutions of the spinors. A convenient redefinition of the Lagrangian
in terms of Majorana spinors is presented in [16]. The Majorana fermions are defined as

χ =
1√
2
[ψL + (ψL)

c], ω =
1√
2
[ψR + (ψR)

c] (35)

where ψL, ψR are the left-, and right-handed spinors. One can see that the fermion Lagrangian
can be rewritten in the form

L = χ̄iγµ∂µχ− gfϕχ̄ exp[i(nθ +
1

2
π)γ5]χ+ ω̄iγµ∂µω − gfϕω̄ exp[−i(nθ + 1

2
π), γ5]ω (36)

where n−vortices have the form ϕ(ρ, θ) = f(ρ) exp(inθ). If the fermion is a right-(or left-)
handed field, χ(or ω) is identically zero. We can introduce the Lagrangian in a similar way for
the CPN vortices

L3 = ψ̄iγµ∂µψ −mψ̄Xγ5ψ (37)

where Xγ5 ≡ PRX + PLX
†, and PL/R = 1

2(1 ∓ γ5). The corresponding Dirac equation has
exactly Qtop normalizable modes.

The coupling of vortices to fermionic field can be studied in another approach following
[17, 18, 19] where the fermionic sigma model is considered. The Lagrangian of such a model has
the form

L = ψ̄iγα∂αψ −mψ̄τ⃗ · n⃗ψ (38)

where α = 0, 1, 2, τ⃗ is a standard Pauli matrices and n⃗ is the real triplet scalar field. There are
the normalizable modes on the plane and, what calls attention, a derivative expansion of the
determinant corresponding to (38) indicates that the model has a proper topological charge of
the bosonic part. Clearly, it is worth to study the fermion-CPN vortex in this context. We point
out that the field τ⃗ · n⃗ is Hermitian, and therefore it is natural to employ the CPN Hermitian
field XH. The Lagrangian is thus

L2 = ψ̄iγα∂αψ −mψ̄XHψ, (39)

The corresponding Dirac equation can be solved numerically. The quantum number of the
spinor consists of a funny combination of the angular momentum, the isospin and the Gell-
Mann matrices

K = l3 +
τ3
2

− n1
2

(
λ3 +

1√
3
λ8

)
+
n2
2

(
λ3 −

1√
3
λ8

)
(40)

where l3 is a third component of the orbital angular momentum and the λi stand for the Gell-
Mann matrices. All the spectra are thus labelled by K. For instance they are of the form

K = −7

6
, − 1

6
,

5

6
,

11

6
, · · · (n1, n2) = (3, 1), (2,−1), · · ·

K = −11

6
, − 5

6
,

1

6
,

7

6
, · · · (n1, n2) = (4, 1), (3,−1), · · · (41)

In Fig.2 we present the angular averaged densities ∼ ψ†ψ coupled with the vortex (n1, n2) =
(−3,−2), (3,−1). The number of states equals to the topological charge Qtop = 3, 4.
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Figure 2. The angular averaged fermion densities coupled with the vortex with (n1, n2) =
(−3,−2) (left) and (3,−1) (right).

7. Summary
We found solutions of the CPN Skyrme-Faddeev type model. The model is written in terms
of the principal variable which naturally describes the CPN manifold. We observe that the
model can be defined in several inequivalent ways which differ by the choice of X. For any
such a choice the model has the same classical vortex solutions. However, the quantization and
coupling to fermions fermions clearly depend on the choice of X (form of the prefactor P). The
existence of classical vortex solutions is very sensitive on the form of the potential. We proposed
a systematic formulation of the potential and we manage to find solutions with many winding
numbers. In the last sections, we gave some basic discussions of the collective quantization for
the vortices and the coupling of fermions, i.e., fermion-CPN vortex system.
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